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Abstract

Introduction. Revealing the psychologically real, individual meaning of the word as opposed to its dictionary
meaning is the important task since such knowledge is crucial for effective communication. This is especially true
for the words which denote key ideas and concepts of the culture. The word association experiment has been one
of the most used methodologies to examine individual meaning of the word but it has been heavily criticized be-
cause of its subjectivity. In some of the recent works, data from language models and methods of vector semantics
have been used to solve this problem. However, firstly, the very set of the features by which the meaning of the
word is described is not uniform, which does not allow for a comparison of the results, and, secondly, some other
types of data related to word production (i.e., behavioral data) are typically not taken into account. The aim of the
present study is to reveal and systematically describe individual differences in the psychologically real meaning of
the particular key words of the Russian culture using a new methodology which could be applied to any word as-
sociation task. We propose to analyze data of different types (semantic features and keystroke dynamics markers)
obtained during word association production to reveal individual differences in the word meaning.

Materials and Methods. The material of the study is a newly developed dataset containing associative reactions
to the keywords of Russian culture, anonymized data about the informants, as well as the reaction time while
producing associations measured using a program that records keystrokes. The proposed research methodology
includes both the existing approaches (automatic extraction of relations from texts based on data from language
models and methods of vector semantics, i.e., “cultural cartography using word embeddings”) and a new list of
features developed by the authors to describe individual differences in the meaning of a word based on the data
from neurobiology about the meaning structure of word. A set of data analysis methods (linear mixed models,
principal components analysis, hierarchical clustering on principal components) implemented in R packages is
used to reveal individual differences in the word meaning in terms of the proposed list of features and association
of the revealed differences with participants’ characteristics.

Results. The cluster analysis showed the presence of two to three variants of psychologically real meanings for
the 9 studied cue words which are listed among the key words of Russian culture. Systematic differences in the
individual meanings of the words according to the proposed set of semantic features reflecting different aspects of
semantic representations of word meaning in the human brain are described in detail, and a connection between
specific features of the word meaning and the characteristics of the participants and markers of keyboard behavior
are established for the first time.

Discussion and Conclusion. The specific scientific results related to the individual differences in the psycholo-
gically real meanings of the words, as well as fully reproducible methodology proposed in this paper (the data-
set and code of this study are available on GitHub) can be used in the practice of effective teaching of Russian as
a foreign language, in the study of the changes in semantics of the key words of the culture based on text data, for
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designing effective political and advertising campaigns, etc. Among strands of the future research are the study
into the effect of the different characteristics of the cue words on their semantic features and participants’ key-
stroke behavior, the broadening of the list of the proposed characteristics, the use of new language models and text
corpora for the further development of an important theoretical and applied problem of revealing and describing
the psychologically real word meaning.

Keywords: cultural semantics, word meaning, keystroke dynamics, word associations, distributional semantics,
language models, multidimensional analysis, R Studio
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MopennpoBaHne MWHAMBUAYAJIBHOIO0 3HAYEHMS
CJIOBA € HCNOJb30BAHHEM METOAOB KYJIbTYPHOM
Kaprorpaguu M JaHHBIX KJABHATYPHOI0 MoYepkKa
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Beenenue. BoisiBieHue u onucaHue NCHXOJIOTMUYECKH PEAJbHOIO 3HAUCHUS CJI0BAa aKTyaldbHO IJISL KIIFOUEBBIX
CcII0B, 0003HAYAIONINX BA)KHBIE U MOKA3aTEIbHBIC [UIST OTAENBHO B3SITON KyNbTyphl WAEH, 00pa3bl, MPeACTaBie-
Hust. B paborax mocieHux JIeT Juist pelieHns Ha3BaHHO! 3a1a9u 2 (HhEeKTUBHO IPHUBIIEKAIOTCS JTAaHHBIE S3BIKOBBIX
Mojienielt 1 MeTOJbl BEKTOPHOHM ceMaHTHKH. OHAKo HaOOp OMUCHIBAEMBIX 3HAYEHHH CJIOB, MPU3HAKOB HE YHU-
BepCcalieH, YTO He MO3BOJISICT COMOCTABISATE PE3YIBTAThl; HCCIIEA0BATE/IIMU HE YUUTBIBAIOTCS APYTHE TUIIBI XapaK-
TEPUCTHUK, IOMUMO ceMaHTHuecKuX. L{esb uccenoBanus — ycTaHOB/ICHUE MHAUBUAYAIBHBIX pa3jInuuil B ICUXO-
JIOTUYECKH PeaTbHOM 3HAUCHUH CII0BA C UCIIONB30BAaHUEM aBTOMATHIECKOTO HHCTPYMEHTApHsI HA OCHOBE TaHHBIX
Pa3HBIX MOJAIBHOCTEH (CEMaHTHYECKHUX MPU3HAKOB HOBOT'O THIIA I MAPKEPOB KJIABUATYPHOT'O TIOBEACHHMS ).
MarepuaJibl U MeTOAbl. MaTepuanoM UCCIIEN0BaHMsl SBISETCS aBTOPCKUI AAaTACET, COAEPIKALIUM acCOIIMATUB-
HBIC PEAKIMU K KITIOUYEBBIM CIIOBAM PYCCKOTO SI3BIKOBOTO CO3HAHMsI, 00E3IIMYCHHbIe TaHHbBIe 00 MH(pOpMaHTaX,
a TAKXXC MPU3HAKH, ONMUCBIBAIOINNE KIIABUATYPHOE MOBEICHNE YYACTHUKOB BO BPEMS NPOAYLHHUPOBAHUS accolna-
uid. MeTomoa0THsI BKIII0OYaeT COBPEMEHHBIE MOAXO/bI (O1Iopa Ha JaHHBIC S3BIKOBBIX MOJENEH M HCIIOIb30Ba-
HHE METOJIOB BEKTOPHOW CEMAaHTHKU — KyJIBTypHasi KapTorpadus), a Takxke pa3pabOTaHHBIH aBTOpAMU CITHCOK
TIPU3HAKOB JUISl OTIMCAHHS 3HAUCHUS CIIOBA HA OCHOBAHUM JAHHBIX HeifpoOuomornu. MeTonpl aHaIn3a JaHHBIX
(JTMHEHHBIE CMEIIaHHBIe MOJENH, METO/] INIABHBIX KOMIIOHEHT, KJIacCTepH3alysl Ha IIaBHBIX KOMITOHEHTAX), pea-
JM30BaHHBIE B MaKeTaX Ha s3bIke R, ycTaHaBIMBaNM MHAMBHIyalbHBIE PA3NUMs B 3HAYEHUHU CIIOB, OTMCAHHBIX
4epes3 IpeNIOKCHHBIE TPYIIITBI IPU3HAKOB M MX CBSI3H C XapaKTePUCTUKAMH HH()OPMAHTOB.

Pe3yibTaThl HecaeqoBanus. KiacTepHblii aHaIM3 0Ka3al HAIWYKME OT ABYX A0 TPEX BApUAHTOB IICHUXOJIOTHYE-
CKH pealbHBIX 3HAUCHUI IS ICBATH UCCIEAYEMBIX CIOB-CTUMYJIOB, BXOIAIINX B SIIPO PYCCKOTO SI3BIKOBOTO CO-
3HaHus. [TopoOHO onMcaHbl KOHKPETHBIC PA3INYMsl B 3HAYEHHSX CJIOB [0 CHCTEMe 00YCIIOBICHHBIX HEHpOOHo-
JIOTHYECKUX CEMAaHTHYECKHUX TPHU3HAKOB, a TAKXKE YCTAHOBJIEHA CBSA3b BBHIJEICHHBIX BAPHAHTOB 3HAUCHUH CIIOB
€ XapaKTepUCTUKaMU HH(POPMAHTOB 1 MapKepaMH HX KIaBHATypHOTO ITOBEICHNSI.

! Olga Dekhnich received no financial support for the research, writing, and publication of this article.
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O0cysknenne u 3akaiodenne. [lorydenHsie pe3yabTaTsl MOTYT OBITH HCIIOIB30BAHBI B IPAKTHKE Y()(HEKTUBHOTO
00yueHUS PyCCKOMY SI3BIKY KaK HHOCTPAaHHOMY, ISl HCCIIEA0BAHNS H3MEHEHNS CEMAaHTUKH KITIOUEBBIX CIIOB PyC-
CKOM KyJIBTYpPBI HA OCHOBAaHUH aHAIIM3a TEKCTOB, IPOSKTUPOBAHUS 3P (PEKTHBHBIX H30MPATEIIBHBIX M PEKIAMHBIX
kammnanuii u ap. Cpeny BakHEHIINX 3a7a4 HAIMX OyIyIINX HUCCIIEIOBAaHUIl — YCTAHOBICHHE CBSI3M PAa3IMYHBIX
XapaKTePUCTHUK KITIOUEBBIX CJIOB, HX CEMAHTUYECKHX IIPU3HAKOB H OCOOCHHOCTEH KIIaBUATYPHOTO ITOBE/ICHUS UH-
(OpMaHTOB, pacIIMpeHNE CITUCKA MTPEUTOKEHHBIX IIPH3HAKOB, HCIIOJIh30BAHIE HOBBIX SI3BIKOBBIX MOJICNICH 1 KOp-
ITyCOB TEKCTOB JUISl JajbHEHIIEH pa3paOOoTKM aKTyalbHOH TEOPETHUKO-TPHKIAJHOW IPOOIEMBI MCCIICIOBaHUS
1 CHCTEMHOTO OIHCAHMS ICHXOJIOTHUECKH PEaIbHOTO 3HAYCHHS CI0BA.

Kniouesvie cnoea: KynbTypHasl CEMaHTHKA, 3HAYEHHE CJIOBA, KJIABUATYpHBIN MOYEpK, BepOalbHble aCCOLMALNH,
JUCTpUOYTHBHAS CEMAHTHUKA, S3bIKOBBIC MOJICIIA, MHOTOMEPHBIN aHaIu3 JaHHBIX, R Studio

Qunancuposanue: padboTa BHIIIOIHEHA IPH (HHAHCOBOH Mo ep>kke MuHUCTepCTBa MpocBemenust Poccuiickoit
Denepaliiil B paMKax BBINOJIHEHHS TOCYIAPCTBEHHOTO 3a/1aHus B cepe HayKH (JOMOIHUTEILHOE COIIAIICHIE
Munmnpocsemenuss Poccun m BopoHEXCKOro rocymnapcTBEHHOTO meparoruueckoro yuusepcurera Ne 073-03-
2024-048/1 ot 13.02.2024 r.), xox HayuHo# Tembl QRPK-2024-0011.

bnazooaprocmu: aBTOPBI BBIpA)XKaroT OJIaroJlapHOCTh PELEH3eHTaM 32 KOHCTPYKTHBHBIC PEKOMEH IAIlUH TI0 J0pa-
6otke crarbu. T. A. JlutBuHOBa Oaromaput 3a GUHAHCOBYIO IMOIEPKKY MUHHCTEPCTBO IpocBemieHus Poccuii-
ckoit Penepannu.

Kongnuxm unmepecos: aBTOpbl 3asBIAI0T 00 OTCYTCTBUM KOH(JINKTA HHTEPECOB.

Jns yumuposanus: Jluteunosa T. A., Jlexunu O. B. MogenupoBaHyie HHIUBUAYAILHOTO 3HAYEHHS CJIOBA C UC-
MOJIb30BAaHUEM METOJIOB KYJIBTYPHOU KapTorpadUu U TaHHBIX KIIABHATYpHOTO rmovyepka // IHTerpamus oopasosa-

uus. 2024. T. 28, Ne 4. 624-640. https://doi.org/10.15507/1991-9468.117.028.202404.624-640

Introduction

Do we mean the same thing when we use
one word or another? The problem of revealing
and describing the psychologically real mean-
ing of a word, i.e., its functioning in the indi-
vidual mental lexicon (as opposed to the word
meaning represented in dictionaries — lexical
meaning) is one of the actively researched
problems of psycholinguistics. L. Vygotsky
uses the concept of sense (smysl) to refer
to the functioning of words in individual’s
system of meaning. Vygotsky describes smys!
as an important component in the system of
meaning and stresses the divergence between
individual’s sense of the word, common usa-
ge based on dictionary meanings and even
sociocultural meaning (“meaning in a social
context”’) which is considered to be an essential
but subordinate part of sense: “Ultimately, the
word’s real sense is determined by everything
in consciousness which is related to what
the word expresses... [and] ultimately sense
depends on one’s understanding of the world
as a whole and on the internal structure of
personality”.

Identification and systematic description of
individual differences in word meaning as well
as the establishment of associations between
such differences and various characteristics of
individuals are important tasks which have not
only theoretical but also practical implications
in marketing, education, politics, etc., since
this knowledge is very important for effi-
cient communication. For decades, the main
method for studying individual differences
in word meaning has been word association
experiment. However, such a methodology
has disadvantages related, firstly, to the labor
intensity of analysis, and secondly, to the
subjectivity of the interpretation of its results
and, therefore, the difficulty of comparing the
findings obtained in different works.

In the last decades, distributional seman-
tics which presents a usage-based model of
meaning has become of the mainstream ap-
proaches to study the word meaning. Distri-
butional semantic models (DSM) construct
multi-dimensional (typically a few hundreds)
graded word representations in the form of
vectors (word embeddings) which capture

2 Vygotsky L.S. Vol. 1. Problems of General Psychology, Including the Volume Thinking and Speech
(Cognition and Language: A Series in Psycholinguistics). New York: Plenum; 1987.
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many rich and nuanced aspects of the mean-
ing, by extracting word co-occurrences from
corpora [1; 2]. In constructed semantic space
semantic relations are modeled as geometric
relations, which is necessary since individual
features lack the meaning. The resulting geo-
metric relationships in DSM correspond to
semantic relationships in language [2].

This methodology (DSM aligned with
relational theories of meaning) has become
widely used in many fields, including sociology
and cultural studies. The meaning is central
for cultural analysis, and formal analysis of
a texts as the main source of meaning is a very
important method. The authors demonstrated
usefulness of word embeddings (WE) and
a set of methods for relation extraction for
cultural cartography, which is the process of
revealing the meaning of a text “by the extent
it references certain concepts or entities” [3].
This name was given to this methodology
since “like a topographic map of terrain, it
selectively simplified texts in useful ways” [4].
Typically, count-based approach is used for
text analysis, but it has serious drawbacks:
it is ill-suited for measuring magnitudes of
conceptual engagement and similarity which
are central to cultural analysis. On the contrary,
WE preserve the graded, relational meanings
of words and thus are ideal methodology for
formal analysis of texts in cultural studies.

Specifically, the development of models of
distributional semantics makes it possible to
obtain estimates of texts that reflect their po-
sition on any antonymic scales (often referred
to as cultural dimensions, i.e., generic binary
oppositions that “individuals use in every-
day life to classify agents and objects in the
world” [5]. This methodology has also been
successfully applied for the analysis of the
results of word association experiment [6].

However, when describing the meaning
of a word using these methods, binary op-
positions are constructed based on various
criteria that are suitable for a particular case,
sometimes subjective ones. There is a need
to create a universal and theoretically justi-
fied set of features which could be used for
construction of word meaning throughout
different tasks and texts.

In addition, existing works do not exploit
the potential of analyzing data from some
other modalities, such as typing data, which
can be recorded using the keyboard behavior
recorder programs that are widely used in
modern writing research [7].

Keystroke dynamics captures keypress-
related metadata (e.g., timing information of
key down press and release time, inter-word
and intra-word pause durations, etc.). Intui-
tively, typing on a keyboard utilizes multiple
cognitive domains. It is widely used for the
study of the writing process [8; 9], but has also
been actively applied for different domain —
from user identification [10] to early sclerosis
detection [11] and lie detection [12]. However,
the use of keystroke data for the study of the
word meaning is very limited [13].

The purpose of the study is to establish
individual differences in the psychologically
real meaning of key words of Russian culture,
i.e., words which denote ideas, concepts and
representations most important for Russians,
using data obtained in the course of a word
association experiment with recorded key-
stroke dynamics and processed using methods
of cultural cartography with word embeddings
and a newly-developed set of neurobiologically
justified features which reflect brain-based
componential semantic representation.

The presented methodology is fully repro-
ducible® and can be applied to the results of
any word association experiments, as well as
to the texts of any length to gain insight into
the underlying semantic representation that
different individuals have about specific words
or concepts, which is important for the theory
and practice of communication, for planning
marketing and electoral campaigns, preparing
new textbooks on lexical acquisition for second
language (L2) learners, etc.

Literature Review

Distributional semantic models (DSM)
make it possible to explore the problem of the
word meaning in a new way and are undoub-
tedly among the most important achievements
of modern linguistics. A. Utsumi showed that
they encode concrete, abstract, spatial, tempo-
ral, perceptual, and emotional knowledge [14].

3 Our code and dataset are available at: https://github.com/Litvinoval984/cultural-cartography.
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One of the main theoretical results obtained
with the help of such models was the state-
ment about the systemic connection “between
the knowledge that people acquire and the
experience that they have with the natural
language environment” [15]. However, lan-
guage experience is inherently variable; its
formation is influenced by different variables —
demographic, cultural, etc. ones, as a result of
which individual differences in the meaning
of a word are observed [16]. The presence
of differences in the word meanings among
speakers of the same language from a relatively
homogeneous cultural/educational background
has been revealed based on both behavioral
ratings and brain activation patterns [17] where
it was shown that the magnitude of individual
disagreements on the word meanings could be
modeled on the basis of how much language or
sensory experience is associated with a word
and that this variation increases along with
word abstractness.

The authors of the above cited works
make an important conclusion about the need
for further research of individual differences
in word meaning, since it is clear that the
causes of communication failures, especially
in the areas such as politics, sociology or legal
domains where there are many terms without
external referents lie not only in the contextual
use of the words, but in their different under-
standing among different people.

The presence of such differences in the
word meaning, associated with the individual
nature of linguistic experience, has also been
proven in the works using the methodology
of constructing individual DSM with their
subsequent alignment [15; 18] as well as DSM
constructed on texts written by peoples from
different cultural, political groups, etc. [19].

Thus, the latest advances in the field of
computer semantics and neurobiology indi-
cate the differences in the understanding and
the use of the words even among speakers
with a common background, but there is no
systematic description of such differences,
despite its extreme importance, which is due
to a number of methodological and theoretical
reasons. Thus, the construction of individual
semantic models requires a large number
of texts from each author (e.g., in [15; 18],
several million tokens from each author were

628

analyzed), as well as the use of special methods
for aligning such models, while the problem
of choosing the optimal method of alignment
is still open [20].

In view of these problems, a methodology
which combines the use of easily available
pretrained DSM and the set of relation ex-
traction techniques was introduced and suc-
cessfully applied for the range of tasks [21].
This methodology could be applied for texts
of any length and to any number of texts (even
to one text) and could extract the location
of any text on the semantic pole defined by
any juxtaposing terms irrespective of their
presence in the text (they should be in DSM).
With this approach, it is possible to arrange
objects by size, gender, dangerousness, intel-
ligence, temperature, speed, and so on [22].
This methodology is especially useful for re-
vealing stereotypes and understanding social
identities (white — non-white, rich — poor and
so on) [3]. The set of such juxtaposing terms
varies from task to task, however, there is
a need to construct universal set of features
to reveal the difference in the meaning of any
word among people from different social,
demographical groups, etc. We argue that this
could be done using data from neurobiology.
It is known that the nature of an individual
variation in the word meaning are related
to the general principles of its representa-
tion in the human brain as well as variables
affecting this variation [17]. A basic set of
approximately 65 experiential attributes of
semantic representation based on neurobio-
logical considerations, comprising sensory,
motor, spatial, temporal, affective, social, and
cognitive experience was introduced in [23].
It was shown that these features are encoded
in WE and could be predicted with a fairly
high accuracy (while some features are pre-
dicted more efficiently than others) [14; 24].

It seems promising to supplement the
studies of the individual meaning of a word
with the behavior data, in particular with
that about the keystroke dynamics during
word association production, especially with
that on the duration of pauses between the
cue and associates. Pauses are considered as
behavioral correlates of cognitive processes.
Studies using pause data in examining word
meaning are rare while it is claimed that

OBPA3OBAHME U KVIJIBTVYPA



EEESSGSY INTEGRATION OF EDUCATION. Vol. 28, no. 4. 2024 isssssnss >

keystroke logging could be a “breakthrough
in WA methodology which can unlock its
undoubted potential” [25].

Reaction time — “oral” analogue of pause
duration measured by keystroke logging soft-
ware — has been used as measure of stimulus
affectivity. Rapaport* showed that reactions to
traumatic stimulus words had longer delays
than those to neutral stimuli. More recent
works have shown that emotional words typi-
cally evoke longer reaction time than neutral
stimuli (usually, the number of prolonged
reactions is calculated; different threshold is
used, but as usual pauses above 3 seconds have
been considered as prolonged [26]).

The influence of linguistic properties of cue
words on reaction time has also been studied.
In it was shown that a cognitive workload is
manifested in reaction times, and abstractness
could be responsible for associative difficulty;
while emotionality does not’.

For typed associations, such works are rare,
as we mentioned earlier. M. Aldridge et al.
have shown that pause duration is related to
the strength of links in lexical selection pro-
cesses [25]. Using the pause data and word fre-
quency information, the authors of [13] proved
the presence of semantic drift over the short
time (25 seconds) of a free word association
task. They observed a notable decrease in the
diversity of terms generated earlier in the task,
while more unique terms (a greater diversity
and relative uniqueness) were generated in
the 4" time quartile. The authors argue that
revealed semantic drift might serve as a sca-
lable indicator of the invocation of language
versus simulation systems. To the best of our
knowledge, works which combine semantic
attributes of the word meaning and keystroke
data are absent.

Thus, in the present work we attempt to
probe a complex methodology for systematic
description of the individual differences in
word meaning using data and methods from
distributional semantics, cultural cartography,
keystroke logging research, neurobiology of
semantics. The proposed methodology is fully

reproducible and could be applied for diffe-
rent units of analysis (text, data from word
association experiments) and different tasks.

Materials and Methods

Material. The material for this study was
the RuPersWordAssociation dataset® which
contains associative reactions to 50 carefully
selected cue words which are listed among the
key words of Russian culture [6]. There are
many definitions of key words of culture [27];
following O.V. Zagorovskaya, we consider
as key words of Russian culture those words
which denote most important ideas, concepts
and representations of traditional Russian
culture; reflect the most essential features
of the worldview (mentality) of the Russian
people and are the “key” to understanding of
the most important fragments of the Russian
culture; preserve the collective experience
of the Russian people, Russian spiritual and
moral values in their meanings [27].

RuPersWordAssociation dataset is, to the
best of our knowledge, the largest existing
(at least from publicly available) word associa-
tion database in terms of breadth of metadata
about the informants (demographics, persona-
lity traits) and about association data per se
(pause duration, semantic similarity metrics
between the cue words and reactions) and
in terms of linguistic annotation (more than
22 000 “cue word — associate reaction” pairs
was manually annotated for the type of a re-
lation from carefully constructed list).

The uniqueness of the dataset for the study
of an individual word meaning is that it con-
tains associative responses in a non-aggrega-
ted form since aggregating word association
across the participants makes it difficult to
determine the mechanisms of association and
the characteristics of an individual meaning.

We asked our participants (n = 49) to pro-
duce five responses based on the studies of
category production, where recent responses
remain active in working memory and can
influence up to five subsequent responses [28].
Therefore, we can consider the resulting

4 Rapaport D., Schafer R., Gill M. Diagnostic Psychological Testing: The Theory, Statistical Evaluation, and
and Diagnostic Application of a Battery of Test. Chicago: Yearbook Publishers; 1946. 516 p.

S Brown W.P. A Retrospective Study of Stimulus Variables in Word Association. Journal of Verbal Learning
and Verbal Behavior. 1971;10(4):355-366. https://doi.org/10.1016/S0022-5371(71)80034-8

¢ The dataset is freely available at: https://github.com/Litvinoval984/word association_dataset.
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associative rows as the representative units
for the cue word meaning analysis. More de-
tails on the RuPersWordAssociation dataset
could be found in the conference paper [29].
All respondents were informed about their
participation in the study.

For this particular study we selected 9 cue
words (IOBPO “good”, IOM “home, house”,
JAPYT “friend”, J)XM3Hb “life”, MHUP “world”,
HACTOSIINU “real”, CEMbS “family”,
CYACTBE “happiness”, XOTETb “want”).
These particular words were selected for the
current study as they were presented twice
(in a random order) in each questionnaire
(other words were presented once) to examine
their meaning using methodology presented
in this paper as comprehensively as possible.

When we constructed the questionnaire
for RuPersWordAssociation, we selected these
particular words to be presented twice as they
are listed in available word association re-
sources (dictionaries and databases) annotated
for respondent demographics since RuPers-
WordAssociation was created in the course
of the larger project aimed at revealing the
characteristics of word meaning in their rela-
tion to informants’ demographics.

The final dataset contained 740 associative
rows. The data on the respondents’ gender
was considered as a categorical variable in the
subsequent analysis, data on the psychological
characteristics (Big-5 scores and scores on
Differential Emotions Scale) as quantitative
variables [6; 28].

Methods. Semantic Feature Set Con-
struction. To construct our feature set, we
used CMDist function from text2map packa-
ge [30] which takes the word counts from
a document-term matrix (DTM) as the input,
a matrix of word embedding vectors, and a set
of concept words (or vectors). The “cost” of
transporting all the words in a document to
a single vector or a few ones (denoting a con-
cept of interest) is the measure of engagement
with the concepts [31; 32].

It is possible to use the offset of several
juxtaposing words using a function get di-
rection from text2map package to extract the
engagement of a text with this or that pole of
the scale (higher numbers indicate the close-
ness to the first member of opposition).

We propose a novel approach for the con-
struction of the list of terms which constitute
semantic directions. Specifically, we used the
set of brain-based components of semantic
presentation form [23]. Each of these com-
ponents — for which “there are likely to be
corresponding distinguishable neural pro-
cessors, drawing on evidence from animal
physiology, brain imaging, and neurological
studies” [23] — belongs to one of 13 different
domains — “aspects of mental experience”.
In this work, an example of the words rated
high on these features was proposed. We used
both translations of these words to Russian to
construct our semantic oppositions and also
data from psycholinguistic databases and
dictionaries. E.g., for constructing dimensions
which are related to the visual modality we
used the database with a human rating of
different words for this modality described
in [33] (we selected top-50 words with the
highest and lowest rank on the visual modality
and constructed oppositions), words from
the group “Vision” from Russian version of
the LIWC thesaurus for creating a seman-
tic region related to visual words [34], etc.
We believe that using different sources for
constructing dimensions is necessary to obtain
reliable results.

We also constructed the list of basic se-
mantic oppositions based on the data pre-
sented in [23], different lists of oppositions
which are used in semantic differential metho-
dology [6].

The resulting feature set is presented on
GitHub’.

We used a pretrained model ruwikiruscor-
pora_upos _cbow 300 10 2021 which was
trained on Wikipedia and National corpus of
the Russian language. The model released in
December 2021 is the most recent one avai-
lable for download and is the closest to the
date of the creation of our dataset (October —
December 2022).

Keystroke Dynamics Feature Set Con-
struction. We processed the pause data as
follows. First, we extracted outliers using
function boxplot.stats from the grDevic-
es package (the values that are beyond the
“whiskers”, i.e. those above 8 753 millise-
conds (ms). We added the number of such

7 https://github.com/Litvinoval984/cultural-cartography
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pauses as a separate feature (Long_pauses).
Then we inspected the remaining values.
A minimal pause duration was 114 ms, me-
dian = 1 759 ms, mean = 2 422 ms. Based
on this data as well as on the previous litera-
ture [35], we set a threshold of 2 seconds for
cognitive pauses (i.e., we counted the number
of pauses longer than 2 seconds and considered
them as cognitive ones). This threshold has
been used by researchers for many reasons,
including that it is twice as long as the mean
typing rate and for the ease of comparison of
the results in different works.

Data Analysis Methods. We applied a set of
modern data analysis methods including linear
regressions and linear-mixed effect models,
principal component analysis (PCA), hierar-
chical clustering on principal components
(HCPC). All the stages of the analysis were
performed in R. To build the linear regres-
sions, we used Ime4 package [36]. We per-
formed PCA for exploratory analysis of our
feature set using FactoMineR package [37]
and its functions (dimdesc and catdes) allow-
ing us to establish the connections between
the components and the qualitative (gender)
and quantitative characteristics (scores on
the psychological tests and age) of our in-
formants taken as supplementary variables.
Supplementary variables have no influence
on the PCA. They are used to interpret the
results of the analysis.

A workflow of the study is presented
in Fig. 1.

Results

Pause Behavior during Word Associa-
tion Production. As Fig. 2 shows, there are
differences in pauses duration depending on
the pause location (i.e., between a cue word
and the first reaction — PAUSE 1, the second
reaction — PAUSE 2, etc.). To test these dif-
ferences for their significance, we performed
the Kruskal-Wallis test which proved the
difference between the durations of pauses de-
pending on their positions (Kruskal-Wallis chi-
squared = 242.96; df = 4; p-value < 2.2e- 16).
Pairwise Wilcoxon signed rank comparisons
with Bonferroni correction shown the diffe-
rences between the duration of the PAUSE 1
and other pauses, PAUSE 5 and other pauses
(there were no differences in duration bet-
ween PAUSE 2 and PAUSE 3, PAUSE 3 and
PAUSE 4, PAUSE 2 and PAUSE 4), with the
first pause (i.e., between a cue word and the
first associate) being the longest one.

Eta-squared estimate (the measure of the
Kruskal-Wallis effect size) calculated using
kruskal effsize function from rstatix R package
1s 0.0704, which corresponds to the moderate
effect [38].

This finding corresponds to the results ob-
tained by S. MacNiven and R. Tench about the
existence of miniclusters in association rows
related to a semantic shift [13]. In our data,
based on the pause behavior, the first associate
constitutes the first cluster, associates from 2™
to 4™ — the second cluster, and 5™ associate
makes up the third cluster. In future studies,

the highest number
of associative

series are selected
(740 overall)

words of Russian

culture and data
on informants,
thier keystroke
behavior, etc.

_ J L J

e N N N N ( )
. The use of
fkl. A:lalli'SI(Si . multidimensional
o . of keystroke data methods (PCA.
Associative series ing li ’
is the unit of Tearossions. HCPC)

Dataset containing analysis construction of the 1. To rev?‘afl the
associative 9 cue words with 2 types of data: features based structure of teature
reactions to the key — behavioral on pause duration. set.

(keystroke data);
— semantic features
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automatically
based on cultural
cartography and
word embeddings)

regressions,

2. To reveal the
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meanings.

2. Formation of the
list of semantic
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on neurobiology
of semantics
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of features
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word meaning
features and
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Fig. 1. Workflow of the study

Source: Compiled by the authors.
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Fig. 2. Duration of pauses between stimulus and reactions depending on positions

Source: Hereinafter in the article all figures are made by the authors in the R environment using the ggplot2

library.

it would be interesting to compare the pause
duration and semantic similarity indices to
further inspect the presence of a semantic shift
in the word association production based on
the data from two modalities.

Further, we aimed to inspect if there
were any differences between the numbers
of cognitive pauses depending on the stimulus
word and informants. Kruskal-Wallis rank
sum test showed the absence of differences
between the number of cognitive pauses for
different stimulus words (Kruskal-Wallis chi-
squared = 3.6546; df = 8; p-value = 0.8869)
but confirmed them for informants (Kruskal—
Wallis chi-squared = 9.7125; df = 1; p-va-
lue =0.00183).

We further examined the effect of the
stimulus word and the informant on the number
of cognitive pauses using a linear regression
apparatus. We first built a basic model using
glm function from stats package (the number
of cognitive pauses was log-transformed),
then, using Imer function from Ime4 package,
the following models were built: 1) a model
with the author as a random effect; 2) a model
with the stimulus word as a random effect.
A comparison of the basic model with two
models with random effects using the AIC
criterion showed that a decrease in this crite-
rion is observed only for the model with the
informant as a random effect.

Therefore, this analysis has revealed
(for the first time for the Russian language)

both general trends of keystroke behavior while
producing word associations (existence of three
“blocks” with borders in certain positions) and
the absence of the general effect of the stimulus
word on the number of cognitive pauses (which
were previously shown to be related to the
emotional or cognitive state of the participants)
and the presence of the effect of the participant,
which could indicate a different meaning of the
same words for different individuals.

Multidimensional Analysis of Semantic and
Keystroke Data. For each stimulus word, we
performed PCA on our feature set (46 semantic
features and 2 features describing keystroke
dynamics — the number of cognitive pauses and
the number of long pauses) with the calculation
of the correlation between the main compo-
nents (using FactoMineR function dimdesc)
and the qualitative and quantitative variables
(as a rule, the first two components which
explained most of the variation — more than
50% — are considered). Then we performed
hierarchical clustering on principal compo-
nents (HCPC). The number of clusters was
determined based on the relative gain of inertia
(visual inspection was also performed). Then
we inspected which variables have the largest
contribution to the cluster division (using eta2
criterion implemented in FactoMiner) and
characterize the clusters.

PCA performed on the features describing
the meaning of stimulus word /IOM “House,
home™® with a follow-up description of the

8 Visualization is presented on Github: https:/clck.ru/3EsmpU.
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dimension has shown that the following
features have positive correlations with the
first component (PC1) (only the features
with the highest correlation coefficients are
discussed): Cognitionlmage, SomatNorms,
MotorPractice, VisNorms, OlfacNorms (i.e.,
features related to sensory domains), emo-
tional states of participants Fear, Anxious-
Depressive, Guilt, Long_pauses. Negative
correlations are observed for PC1 and the
number of cognitive pauses, CognitionAb-
stract, SocialSelf, VisIntens, Causal, Social-
LIWC, CognitionLIWC.

PCl is related to gender (R? = 0.1527;
p=0.0003).

For the second component, high values
of EmoPleasant, AudLIWC, VisLIWC, Vis-
Face are contrasted with GustTaste, EmoDis-
gust, EmoAngry, EmoSentiment, AudIntens,
SocialGender.

At the second stage, we performed cluster-
ing on the components (Fig. 3). The criterion
“gain of inertia” suggests two-cluster solution.
Cluster division is associated with gender
(p-value of the chi-square test = 0.0012).

The first — “female” — cluster is characteri-
zed by the high values of semantic features
related to cognitive and social domains (Cog-
nitionAbstract, CognitionLIWC, SocialSelf,
Social LIWC, Causal) spatial-temporal (Temp-
Duration, TempAge, SpatialUpDown), visual
(Vislntens) domains, emotions with a positive
connotation (EmoHappy) and a large number
of cognitive pauses.

Dim2 (18.9%)
o

'
w
'

The second — “male” — cluster is charac-
terized by the high values of the features re-
lated to the sensory and motor domains (Cog-
nitionlmage, MotorPractice, SomatNorms,
VisNorms, SomatTexture, VisColor, Olfac-
Norms), numbers (SpatialNumber), male pole
of the “male-female” opposition (SocialGen-
der), negative emotionality (EmoSentiment,
EmoAngry), a large number of long pauses,
high values of the scores on Guilt scale (one
of the emotional states of the informants).

Thus, there are two clusters of the
meanings of the word IOM which are re-
lated to gender: the first meaning is based
primarily on the features from the cognition
and social domains and is associated with
positive emotions, the second — one — on sen-
sory-motor ones, which are different systems
for representing knowledge [35].

PCA for the cue word CEMbSI “Family”
shows that PC1 positively correlates with
a lot of sensory and motor components in
the word meaning (Cognitionlmage, Somat-
Norms, OlfacNorms, VisNorms, GustNorms,
SomatTexture, MotorPractice, MotorBinder,
SomatLIWC), as well as SpatialNumber and
EmoPleasant. It is interesting to note that
PC1 also positively correlates with scores on
Agreeableness (one of Big-5 traits). A negative
correlation is observed between PC1 and Cog-
nitionAbstract, CognitionLIWC, Causal, Vis-
Size, TempAge, EmoSurprised. PC2 positively
correlates with the emotional components in
the word meaning (EmoPleasant, EmoHappy,

Diml (34.8%)

f‘ 1 cluster

| A |2 cluster

Fig. 3. The cluster analysis on principal components for the stimulus word IOM “House, home”
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EmoBenefit) as well as visual (VisIntens, Vis-
Face) and social ones (SocialSelf). It is also
correlated with the scores on Joy (emotional
state). Negative correlations are observed for
the negative emotional components of seman-
tics (EmoDisgust, EmoAngry, EmoSentiment),
Drive, AudIntens and negative emotional state
of participants (Contempt and Sorrow). It is
notable that individual individual semantics
of this word is strongly connected to the traits
and emotions of the informants.

HCPC shows a three-cluster solution.
The first cluster in the meaning of this word
is described by the high values of Cogni-
tionAbstract, CognitionLIWC, Causal, Emo-
Benefit, EmoHappy, DriveNeeds, TempAge,
SocialSelf, and the low values of CognitionIm-
age, MotorPractice, SomatNorms, VisNorms,
MotorBinder. This cluster could be named as
“Cognition and Positive Emotion”.

The second cluster — “Negative emotions
and sounds” — is characterized by the high
values of the negative semantic components
(EmoAngry, EmoDisgust, EmoSentiment),
sensory-motor components (MotorPractice,
AudIntens, AudNorms, Cognitionlmage),
AttentionArousal, high scores on Sorrow,
Contempt, AnxiousDepressive, the low va-
lues of EmoPleasant, EmoHappy, Vislntens,
EmoBenefit, SomatProprioception, VisFace,
CognitionAbstract, Contiousness.

The third cluster “Sensory, no sound and
pleasant” has high values on SomatTexture,
VisColor, EmoPleasant, VisFace, GustNorms,
OlfacNorms, VisNorms, Cognitionlmage, low
values on AudIntens, TempAge, EmoAngry,
EmoDisgust, VisMotion, GustTaste, Cogni-
tionLIWC. .

PCA for the cue word HACTOALIMI
“Real” shows the opposition of sensory
components (Cognitionlmage, Somat-
Norms, OlfacNorms, VisNorms, SomatTex-
ture, GustNorms) and mostly the cognitive
components (CognitionAbstract, Cogni-
tionLIWC, TempAge, Causal, DriveNeeds,
GustTaste) on PC1. A positive correlation
1s also observed for PC1 and Neurotism,
scores on the integral emotional scale Posi-
tivelntegral, scores on Interest and Joy.
PC2 is positively correlated with Visln-
tens, EmoPleasant, SocialSelf, EmoHappy,
SomatSurface and Neurotism, negatively
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with EmoAngry, EmoSentiment, Drive,
EmoDisgust, GustTaste.

There are three clusters in the individual
semantics of this cue word. The first cluster
is described by the high values of Cognition-
Abstract, CognitionLIWC, Causal, SpatialUp-
Down, TempAge, EmoSurprised, Social LIWC,
low values of Cognitionlmage, MotorPractice,
SocialGender, SomatNorms, OlfacNorms.
The second cluster is characterised by the
high values of SomatSurface, VisFace, Emo-
Pleasant, VisIntens, SocialSelf, VisMotion,
EmoHappy, SomatLIWC, Interest, low values
of EmoDisgust, EmoFear, Causal, EmoAngry,
AttentionArousal, Drive. The third cluster is
characterized by the high values of EmoAngry,
EmoSentiment, MotorPractice, SomatTexture,
VisNorms, Cognitionlmage, the low values
of SocialSelf, Vislntens, CognitionAbstract,
EmoHappy, EmoPleasant, SomatSurface,
CognitionLIWC.

As for the cue word JJOBPO “Good/
Kindness”, PCA shows an opposition be-
tween the sensory components (SomatTex-
ture, GustNorms, VisColor, SomatLIWC,
VisLIWC, VisNorms), scores on Contious-
ness and Joy, on the one hand, and Gust-
Taste, Audilntens, EmoAngry, TempAge,
EmoDisgust, CognitionAbstract, on the other.
PC2 positively correlates with SocialSelf,
VisIntens, CognitionAbstract, EmoHappy,
SpatialUpDown, CognitionLIWC, EmoFear,
Contempt and negatively with MotorPractice,
Cognitionlmage, EmoSentiment, EmoAngry,
SocialGender.

Two clusters are allocated, the first one
is characterized by the high values of Gust-
Taste, EmoDisgust, Audilntens, EmoAngry,
TempAge, CognitionAbstract, Drive, Emo-
Surprised, EmoSentiment, the second cluster
is described by the high values of EmoHappy,
EmoPleasant, SomatTexture, SomatLIWC,
GustNorms, VisLIWC and the high scores on
Joy, Contiousness, Extraversion.

PCA for the stimulus word CHACTBE
“Happiness” shows a positive correlation
of PC1 and VisNorms, SomatTexture, Vis-
LIWC, SomatLIWC, VisColor on very high
level (higher than 0.85), as well as with the
number of long pauses. Negative correlations
are revealed between PC1 and Cognition-
Abstract, GustTaste, TempDuration, TempAge,
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the number of cognitive pauses. PC2 is posi-
tively correlated with SocialSelf, EmoFear,
Vislntens, Social LIWC, SomatNociception,
negatively correlated with MotorPractice,
Drive, EmoAngry, EmoSentiment, Cogni-
tionlmage.

A two-cluster solution is revealed, with
the first cluster being denser. The first cluster
is characterized by the high values of Temp-
Duration, EmoAngry, GustTaste, Cognition-
Abstract, Audilntens, TempAge, EmoBenefit,
the number of cognitive pauses, the second
cluster is described by the high values of
VisLIWC, SomatLIWC, VisColor, VisBody,
MotorBinder, AudLIWC, SomatTexture, Vis-
Norms, the number of long pauses, Emo-
Pleasant, EmoHappy.

PCA for the cue word JIPYT “Friend”
shows positive correlation of PCI and Ol-
facNorms, GustNorms, Cognitionlmage, So-
matTexture, VisNorms, SomatNorms, Mo-
torBinder, number of long pauses, Interest,
Openness, and a negative correlation with
CognitionAbstract, EmoSurprised, GustTaste,
VisSize, DriveNeeds, TempAge, the number of
cognitive pauses. An opposition of VisIntens,
SpatialUpDown, EmoHappy, SocialSelf, Emo-
Fear, EmoPleasant and EmoAngry, EmoSen-
timent, MotorPractice, Drive, EmoDisgust is
observed on PC2.

Three clusters are revealed. The first cluster
is characterized by the high values of Gust-
Taste, EmoDisgust, EmoSentiment, VisMotion,
EmoAngry, DriveNeeds, AudIntens, low values
of EmoPleasant, GustNorms, SomatTexture,
AudLIWC, VisFace, OlfacNorms, EmoHappy,
EmoFear, Social LIWC, VisNorms. The second
cluster is described by the high values of VisIn-
tens, SpatialUpDown, SocialSelf, EmoHappy,
CognitionAbstract, Social LIWC, EmoFear,
EmoPleasant, SomatSurface, TempDuration,
CognitionLIWC, the low values of EmoSen-
timent, MotorPractice, SocialGender, Emo-
Angry, Drive, SomatNorms, Cognitionlmage.
The third cluster is described by the high values
of Cognitionlmage, OlfacNorms, SomatTex-
ture, GustNorms, SomatNorms, MotorBind-
er, EmoPleasant, Long_pauses, Openness,
the low values of CognitionAbstract, VisSize,
EmoSurprised, DriveNeeds, CognitionLIWC,
TempAge, SocialSelf, EmoBenefit, GustTaste,
the number of cognitive pauses.

EDUCATION AND CULTURE

PCA for the cue word XXU3Hb “Life”
shows that PC1 is positively correlated with
the sensory components (VisColor, VisLIWC,
SomatLIWC, Cognitionlmage, SomatTexture,
GustNorms, VisNorms, OlfacNorms), the
positive emotion components (EmoPleasant,
EmoHappy), as well as the emotional states
of the participants (Joy, Positivelntegral),
negatively with CognitionAbstract, Causal,
TempAge, GustTaste, EmoAngry, EmoDisgust.
PC2 positively correlates with SocialSelf,
Vislntens, SocialLIWC, SpatialUpDown,
EmoPleasant, SpatialProx, CognitionLIWC,
Agreeableness, Extraversion, negatively with
MotorPractice, EmoSentiment, GustTaste,
SocialGender, EmoAngry, Cognitionlmage,
EmoDisgust, Contempt, Shame.

A two-cluster solution is revealed, the
first one being denser, with the high values on
CognitionAbstract, Causal, CognitionLIWC,
TempAge, TempDuration, GustTaste, Social-
LIWC, EmoAngry, EmoDisgust. The second
cluster is described by the high values of the
sensory domain and concreteness (Cognition-
Image, VisColor, SomatLIWC) and positive
emotions (EmoPleasant, EmoHappy), Interes,
Joy, Positivelntegral.

PC1 for the cue word XOTETb “Want”
is positively correlated with Cognitionlmage,
GustNorms, SomatTexture, VisColor, VisLI-
WC, AudLIWC, SpatialNumber, SomatLIWC,
negatively with TempAge, CognitionAbstract,
VisSize, VisMotion, DriveNeeds, EmoDisgust.
PC2 positively correlates with SocialSelf,
SocialLIWC, VisIntens, Temporal LIWC,
EmoPleasant, EmoFear, EmoHappy, nega-
tively with EmoSentiment, SocialGender,
Drive, EmoAngry, MotorPractice, GustTaste.

The first cluster is characterized by the
high values of CognitionAbstract, TempAge,
VisSize, CognitionLIWC, DriveNeeds, Causal,
VisMotion, SocialSelf, EmoHappy, VisIntens,
Contiousness and Agreeableness. The second
cluster is characterized by the high values of
Cognitionlmage, SomatNorms, SomatTexture,
GustNorms, SpatialNumber, MotorPractice,
VisLIWC.

PCA of the cue word MUP “World” shows
positive correlation between PC1 and Vis-
Norms, SomatNorms, Cognitionlmage, Olfac-
Norms, SomatTexture, VisColor, negative cor-
relations between PC1 and CognitionAbstract,
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TempDuration, TempAge, SocialLIWC,
SocialSelf, scores on Astonishment. PC2
correlates positively with AudLIWC, Visln-
tens, EmoPleasant, EmoHappy, SocialSelf,
SocialLIWC, Contiousness, negatively with
EmoAngry, EmoSentiment, Drive, GustTaste,
MotorPractice, EmoDisgust, Anger, Contempt.

Three clusters are revealed. The first clus-
ter “Bitter, loud and negative” is described by
the high values of GustTaste, AudIntens, Temp-
Duration, Drive, EmoDisgust, EmoAngry,
EmoSentiment, low values of EmoPleasant,
AudLIWC, VisLIWC, VisColor, SomatTexture,
EmoHappy, VisNorms. The second cluster —
“Visual, social and positive” — is characterized
by the high values of Vislntens, EmoHap-
py, SocialSelf, EmoPleasant, Social LIWC,
AudLIWC, CognitionAbstract, low values of
EmoAngry, MotorPractice, EmoSentiment, So-
cialGender, Drive, Cognitionlmage, GustTaste.
The third cluster — “Sensory” — is characterized
by the high values of VisNorms, SomatNorms,
OlfacNorms, Cognitionlmage, VisColor, So-
matLIWC, low values of TempDuration, So-
matSurface, GustTaste, CognitionAbstract,
Social LIWC, SocialSelf.

Discussion and Conclusion

This brief analysis shows that the word
meaning is highly variable among individual,
but these differences in individual semantics
are systematic.

First, the main plane of PCA typically
reflects the opposition between cognition (so-
cial) and sensory domains, which reflect basic
“language vs sensory” distinction in the word
meaning structure and — more broadly — two
forms of knowledge representations in the
human brain [39]. Plausibly, there are different
ratios of the language/sensory components
even in semantics of the same words in dif-
ferent people. The second plane in PCA for
the most considered cue words typically re-
flects the distinctions between the negative and
positive poles of the emotional component
of the word meaning. This finding is in line
with previously reported findings regarding
the existence of emotional components in the
meaning of all the words, not only emotional
ones [40].

Second, we found the correlations bet-
ween the emotional components of the word
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meaning and the components of the other do-
mains, mostly sensory ones (i.c., EmoPleasant
positively correlates with » > 0.5; p < 0.005
with VisIntens, VisFace, SomatSurface, that
is brightness, beauty and warmness are posi-
tively associated with pleasantness; nega-
tive emotions (EmoSentiment) are strongly
correlated with the high values of GustTaste
(i.e., bitter taste), EmoAngry is associated
with AudlIntens, i.e., “angry” and “loud” are
related, etc.). These findings are in line with
the results of works which consider synesthesia
in word semantics [41; 42]. It is interesting
to note that the male pole of the opposition
“Male — Female” (SocialGender) is positively
correlated with negative emotions in general
(EmoSentiment), EmoAngry, negatively with
EmoHappy and SocialSelf.

Our research has also confirmed the effect
of the emotional states and stable personality
traits on individual meaning of words. This
line of research has been actively developing,
but controversial results are reported [6; 43].
Our results show the existence of the cor-
relations between the values of particular se-
mantic features and stable personality traits,
but correlation coefficients are low (although
correlation is significant, p < 0.0001): the
highest ones are at the range of 0.1...0.2
(=0.2...-0.1). Extraversion is positively cor-
related with AudNorms, SomatProprioception,
Social LIWC, EmoHappy, negatively with
GustTaste, EmoSentiment, Drive. Agreeable-
ness is positively correlated with Social LIWC,
EmoSentiment, negatively with GustTaste.
Contiousness positively correlates with Vis-
Intens, AudNorms, AudLIWC, SomatSurface,
Temporal LIWC, SocialSelf, Social LIWC,
EmoPleasant, EmoHappy, negatively with
GustTaste, SocialGender, EmoSentiment,
EmoAngry, EmoDisgust, EmoSurprised,
Drive. Neurotism correlates positively with
VisLIWC, MotorBinder. Openness positive-
ly correlates with AudNorms, MotorBinder,
negatively with DriveNeeds. However, our
detailed analysis revealed that specific words
are more related to the informants’ characteris-
tics than others.

We revealed that the pausing behavior
is highly individual and does not depend
on the stimulus word. The number of cog-
nitive pauses is positively correlated with

OBPA3OBAHME U KVIJIBTVYPA



EEESSGSY INTEGRATION OF EDUCATION. Vol. 28, no. 4. 2024 isssssnss >

Neurotism, negatively with Extraversion,
i.e., the number of cognitive pauses is related
to stable personality characteristics (all the
correlation coefficient values are low — at
the range of 0.1...0.2 (-0.2...-0.1) — but
significant, p < 0.001). The number of long
pauses positively correlates with Interes,
Joy, Astonishment, Shame, Positivelntegral,
i.e., the number of long pauses is related to
emotional states of the informants.

Correlations between the number of pauses
(both cognitive and long) and semantic features
were found for some particular cue words.
We were able to find associations between the
number of the cognitive pauses and the cogni-
tive components of meanings, long pauses and
emotional components for particular words.
This could be considered as a proxy for the
individual differences in the word meaning:
there are no words which result in the same
pausing behavior.

Using the newly developed complex
methodology which combines techniques and
findings from distributional semantics, linear
algebra, neurobiology of semantics, we have
been able to show that the word meaning is
highly variable among individuals, but these
differences could be systematically described
and classified. The proposed methodology
could be easily applied for the analysis of not
only the results of word association experi-
ments but also of texts (including those from
social media), contexts of the usage of the
key words of any culture and so on to analyze
the differences in the word meaning in people
with various backgrounds which will facilitate
the efficiency of human communication in
different fields.

We highlight the usefulness of the pro-
posed methodology for the field of foreign
language teaching. L. Vygotsky claimed:
“The child already possesses a system of
meanings in the native language when he
begins to learn a foreign language. This sys-
tem of meanings is transferred to the for-
eign language™, and it is essential for the
foreign language teachers to be able to ex-
plain the differences in the sociocultural and
psychologically real meaning of the words
in native and foreign languages.

The methodology proposed in this paper
does not require any manual effort and is free
from subjectivity which is typical for the body
of research related to the problem of revealing
individual differences in word meaning. It pro-
vides the results that could be easily replicated.
Of course, the set of features currently imple-
mented in our methodology, could be easily
expanded using the existing psycholinguistic
norms and could be updated as the new norms
are created and new data from neurobiology
about the word meaning structure is obtained.

Our nearest research plans are related to
the close examination of the effects of part-
of-speech, polysemy and concreteness/ab-
stractness of the word on its semantic features
using proposed methodology. We also plan to
study the effect of different language models
(including not only their type but also type of
texts they are trained on) on proposed features
as well as to expand our feature set. In ad-
dition, we aim to apply our methodology to
analyze meanings of key words of Russian
language and other world languages employ-
ing large language models replicating word
association experiments.
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