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The Poudf1 gene encodes the Oct4 protein, one of the key transcrip- P31 wBuis i
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oped a genetic model based on mouse embryonic stem cells (ESCs)
to assess the role of the Poubf1 gene promoter in the transcriptional
regulation of neighboring genes within the major histocompatibility
complex (MHC) locus. They demonstrated that deletion of this pro-
moter does not affect the expression of the selected genes in this locus, either in ESCs or in their trophoblast
derivatives. A notable exception is the Tcf19 gene, which is upregulated upon Poudf1 promoter deletion and
may be associated with the atherosclerosis pathology due to its pro-inflammatory activity. The developed ge-
netic model will pave the way for future studies into the functional contribution of the cis-regulatory associa-
tion of Poubf1, Tcf19, and, possibly other genes with the atherosclerotic phenotype previously reported in mice
carrying the Pou5f1 promoter deletion in vascular endothelial and smooth muscle cells.
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The Drosophila Zinc Finger Protein Aefl Colocalizes with Enhancers
and Is Involved in the Transcriptional Regulation of Numerous Genes

A 2 E-value: 4.0e-494

o@gﬁAgAAgAAQQng

m . w0 N ® @@ ¢

N. E. Vorobyeva, J. V. Nikolenko, A. N. Krasnov

The authors found that Aefl binding sites in Drosophila S2 cells, located
outside gene promoters, are nucleosome-depleted regions and colocalize
with the SAGA, dSWI/SNF, and ORC complexes. Aefl binding sites colocal-
ize with the CBP protein and the H3K27Ac histone tag, which is considered
to be an active enhancer mark. An RNA-Seq experiment was conducted in
Drosophila S2 cells, both normal and with RNA interference targeting the
Aefl protein, to study the role played by the Aefl protein in transcriptional
regulation. The Aefl protein was shown to affect the transcription of 342
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The potential consensus binding
motif of the Aef1 protein identified
at promoter sites (A) and outside
promoters (B)

genes, more than half of those (178 genes) containing Aefl at their promot-
ers or enhancers. Hence, the authors infer that the Aefl protein is recruited
to both promoters and enhancers and is involved, both directly and indi-
rectly, in the regulation of the transcription of the respective genes.
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Neuroblastoma is a malignant, solid tumor caused by the transformation of
neural crest cells. DNA hypermethylation of neuroblastoma cells indicates
that it is possible to use hypomethylating agents in a combination therapy
of the disease. Analysis of transcriptome changes induced by 5-azacitidine
(5-Aza) helped identify drugs that exert a synergistic effect on neuroblastoma cell death, particularly the
synergistic action of 5-Aza in combination with mithramycin A and lonafarnib in SH-SY5Y neuroblastoma
cells. Further research into the efficacy of these drug combinations could focus on a more detailed study of
their mechanism of joint action and testing on other neuroblastoma models.

The effectiveness of combina-
tions of 5-Aza and antitumor
drugs against human neuroblas-
toma SH-SY5Y cells
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ABSTRACT Recent advances in assisted reproductive technologies (ART) have revolutionized human reproduc-
tion, offering hope to millions of couples facing infertility issues. At the same time, concerns persist regard-
ing the potential impact of ART on the genomic integrity of offspring conceived through these techniques.
Specifically, questions abound about the effects of these techniques on the incidence of de novo mutations
(DNMs), which are genetic alterations that arise spontaneously in the germline or during early embryonic
development and are implicated in various human diseases. The extent to which ART directly affects the rate
of de novo mutations has been the subject of ongoing debate. This review explores recent studies that have
investigated the relationship between ART and DNMs. It underscores the necessity for further research to
clarify the clinical implications and long-term consequences of ART.

KEYWORDS assisted reproductive technologies, de novo mutations, aging, paternal age effect, maternal age

effect.

INTRODUCTION

Since the birth of the first child conceived through in
vitro fertilization more than 45 years ago, the technol-
ogy has become commonplace in reproductive medi-
cine. The prevalence of couples experiencing infertil-
ity has been on a consistent upward trend in recent
decades, particularly as an increasing number of in-
dividuals postpone their intentions to conceive until
a later age. A significant number of these couples ul-
timately turn to artificial reproductive means. Latest
estimates indicate that over 10 million infants have
been born globally as a result of assisted reproductive
technologies (ART), and that approximately 4 million
ART cycles are recorded every year [1, 2].

ART refers to fertility treatments that include all
interventions related to the in vitro handling of both
human oocytes and sperm or embryos for reproduc-
tion [3]. Gametes and zygotes undergo a range of non-
physiological processes and are exposed to culture
media during ART treatments. While the majority
of infants conceived through ART are born healthy,
concerns persist regarding the safety of these tech-
nologies and the potential long-term effects of ART
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on the development, growth, and overall health of this
emerging population [4].

De novo mutations (DNMs), which arise sponta-
neously in the germline or during early embryon-
ic development, have the potential to shape the ge-
netic outcomes of offspring conceived through ART.
A comprehensive understanding of the mechanisms
underlying the occurrence of de novo mutations and
their origin is crucial for addressing the safety and
efficacy of ART. Such insights facilitate the develop-
ment of strategies aimed at mitigating risks and im-
proving ART procedures, with the objective to mini-
mize potential adverse effects on the genetic integrity
and health of subsequent generations. The investiga-
tion into the relationship between ART and DNMs
not only deepens our understanding of the underlying
molecular mechanisms involved but also highlights
the importance of making informed decisions regard-
ing reproductive interventions [5, 6].

This review seeks to synthesize recent evidence
concerning the association between ART and DNMs,
given the extensive application of ART and its poten-
tial implications for genetic integrity. The objective is



REVIEWS

to inform clinical practice and future research in the
field of reproductive genetics.

ASSISTED REPRODUCTIVE TECHNOLOGIES (ART)

Assisted reproductive technologies comprise a wide
range of procedures aimed at addressing infertility
in both females and males. They have witnessed a
significant increase in utilization over the years. The
approach entails a series of complex steps, including
ovarian stimulation, oocyte and sperm preparation,
gametes and embryos manipulation, cryopreserva-
tion, in vitro culture, and, ultimately, embryo transfer.
The extent of the intervention can vary considera-
bly, ranging from hormonal treatments for patients
to more sophisticated in vitro procedures. These in-
terventions encompass a spectrum of techniques, be-
ginning with subtle manipulations of gametes, such
as in vitro fertilization (IVF), and extending to more
invasive procedures, including intracytoplasmic sperm
injection (ICSI) and testicular sperm extraction, in
conjunction with intracytoplasmic sperm injection
(TESE-ICSI). Furthermore, these interventions also
involve direct alterations to the embryo, as illustrated
by procedures such as trophectoderm or blastomere
biopsy (BB). These pivotal stages align with essential
developmental phases, characterized by substantial
epigenetic remodeling of the genome and increased
susceptibility to environmental factors. Any disrup-
tion during these critical moments has the potential
to adversely impact developmental programming [7,
8]. One key factor contributing to the increased risk
associated with ICSI is the sperm selection process.
In contrast to conventional IVF, where sperm must
independently penetrate the protective layers of the
egg, ICSI circumvents these natural selection mech-
anisms by manually selecting and injecting a single
sperm directly into the egg. This process may unin-
tentionally introduce sperm that carry DNA anoma-
lies into the fertilization process. Moreover, the ICSI
often involves the retrieval of sperm directly from the
testes or epididymis, thereby bypassing the natural
maturation process that typically occurs during the
sperm transit through the male reproductive tract.
The likelihood of genetic abnormalities appearing in
offspring may increase as a result of this procedure.
Furthermore, the invasive nature of ICSI may elevate
the risk of causing damage to the oocyte or the mei-
otic spindle apparatus during the injection process.
Such damage could disrupt DNA replication and re-
pair mechanisms, thereby potentially affecting em-
bryo development [9, 10]. Although the majority of
children born through ART are healthy, numerous
studies have identified associations between ART and
various adverse health outcomes [11-16]. These in-

clude congenital heart defects [17] and childhood can-
cers [18]. However, inconsistencies persist in the lit-
erature concerning the increased risks of impaired
cognitive development, neurodevelopmental disorders
[19], metabolic health, and the effect on reproductive
fitness associated with ART [20—22]. Despite the exist-
ence of these health risks, it remains unclear wheth-
er they are attributable to specific ART procedures,
such as sperm retrieval, ovarian stimulation, methods
of conception, or laboratory conditions, or whether
they are influenced by underlying parental factors or
exacerbated by the circumvention of natural selec-
tion. Moreover, the interplay between epigenetic and
genetic factors in relation to these health outcomes
is not yet fully understood. While research on epige-
netics within the context of ART is expanding, the
investigation of DNMs remains in the nascent stages
of exploration. Despite considerable advancements in
our understanding of epigenetics, research contin-
ues to comprehensively elucidate the role of de novo
mutations in the context of ART-conceived offspring
[23-26].

DE NOVO MUTATIONS

Human de novo mutations (DNMs) are defined as the
development of new genetic alterations that appear
in the germline during one generation. Germline de
novo mutations (gDNMs) occur in the gametes of one
parent and are transmitted directly to the offspring
at the time of conception. In contrast, post-zygotic de
novo mutations occur during the early embryonic de-
velopment and can affect a significant proportion of
the offspring’s cells. The implications of a new genet-
ic mutation can vary considerably. While neutral or
beneficial mutations may become integrated into the
genome of our species, thereby contributing to human
evolution, alterations in critical genetic sequences can
also disrupt biological systems, potentially resulting in
severe diseases. De novo mutations are the most se-
vere type of uncommon genetic variations, often more
harmful than inherited variations due to less stringent
evolutionary selection [5, 27]. They have been linked
to various diseases [28], including neurodevelopmen-
tal disorders [29—31], heart diseases [32], early-onset
high myopia [33], and may also play a role in cases of
rare sporadic malformation syndromes like Schinzel-
Giedion, Kabuki, and Bohring—Opitz syndromes [34].
Recent studies also indicate their fundamental effects
in male and female infertility [35, 36].

De movo mutations can occur at various stages of
development, including prior to fertilization in the
germ cells, as well as during the cleavage and blas-
tocyst stages of early embryonic development. DNMs
encompass a range of mutation types, like point mu-
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tations or single-nucleotide variants (SNVs), inser-
tions and deletions (indels) of varying sizes, as well as
larger copy number variants (CNVs) and structural
variations. Typically, DNMs are identified through the
analysis of DNA samples obtained from trios con-
sisting of a father, mother, and offspring. On aver-
age, a human genome is estimated to contain between
44 and 82 de movo single nucleotide variations, with
1 to 2 of these occurring in coding regions [37—-39].
Furthermore, the distribution of DNMs is not ran-
dom across the genome. Instead, specific genomic fea-
tures—such as the guanine-cytosine content, nucleo-
some occupancy, repeat content, recombination rate,
transcriptional activity, replication timing, and chro-
matin state---significantly affect the likelihood of mu-
tations occurring in certain regions. Multiple DNMs
may occur in close proximity within the same individ-
ual’s genome, a phenomenon referred to as mutational
clusters. In contrast, mutational hotspots are charac-
terized by the occurrence of multiple DNMs at the
same location across several individuals. It has been
demonstrated that the rate of genetic mutations in the
human germline, encompassing the entire genome, is
affected by the specific class of genetic variants in
question [40]. The prevalence of germline DNMs in
humans significantly varies both within and among
families, with these variations influenced by sex. The
rate of germline DNMs is believed to be potentially
modulated by intrinsic, as well as extrinsic, factors.
One of the most important findings concerning germ-
line DNMs is the observation that their frequency in-
creases progressively with the age of both parents at
the time of conception, particularly with paternal age.
Specifically, there is an increase of approximately 1.35
to 1.5 DNMs in the offspring’s germline for each ad-
ditional year of paternal age. In contrast, the increase
in DNMs associated with advancing maternal age is
considerably less pronounced, with an addition of only
0.24 to 0.42 DNMs for each additional year of mater-
nal age [41-47]. Approximately 2—3% of all DNMs in
the offspring occur in proximity to one another (be-
low 20 kb), forming what are referred to as clustered
DNMs (cDNMs). These clusters exhibit a greater ma-
ternal bias compared to paternal clusters, which can
be attributed to the deficient homologous recombina-
tion repair of double-strand breaks associated with
the DNA repair mechanisms of aging oocytes. This
impairment facilitates the emergence of deregulated
recombination hotspots, resulting in mutations that
occur in closer proximity than would typically be
anticipated. It is noteworthy that 58.4% of maternal
cDNMs are enriched within specific genomic regions
on the chromosomes 8, 9, and 16, although these re-
gions are also characterized by a higher frequency of
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maternal unclustered DNMs. In contrast, the frequen-
cy of paternal ¢cDNMs correlates with chromosome
length. This disparity is linked to the distinct mecha-
nisms that underlie the etiology of de novo mutations
in different sexes [5, 45].

The predominant hypothesis behind the paternal
age effect suggests that mutations arise as a result of
random errors during genomic replication. This rep-
lication predominantly occurs within the male germ
line to facilitate the ongoing production of sperm.
Spermatogonia, which serve as the stem cells for sper-
matogenesis, undergo a series of divisions to both self-
renew and produce spermatocytes, which subsequent-
ly differentiate into sperm. As males advance in age,
the frequency of divisions per spermatogonium ris-
es, thereby increasing the likelihood of new mutations
arising from replication errors. Consequently, mutations
accumulate in spermatogonia as age advances, thereby
illustrating the paternal age effect. While this “self-
ish selection” model provides insight into the origin of
dominant developmental disorders like achondroplasia
and Apert syndrome, it fails to extend to the majority
of DNMs that do not exhibit an apparent selective bias.
Alternatively, recent research has proposed a hypoth-
esis that challenges the traditional perspective, which
posits that replication errors are the primary source of
human germline mutations. This new hypothesis sug-
gests that the consistently low rate of spontaneous mu-
tations attributed to replication errors associated with
paternal age may be augmented by mutations resulting
from defective DNA repair mechanisms in the male
germ line [5, 37, 48, 49].

The mechanisms underlying the maternal age ef-
fect cannot be attributed to genome replication, as oo-
cyte production ceases during the intrauterine phase,
and genome replication is no longer active. Therefore,
the mechanisms underlying age-related DNMs in
mothers must fundamentally differ from those as-
sociated with paternal aging. Evidence suggests that
maternal age at conception affects the mutation fre-
quency, which may be the result of accumulated dam-
age in the oocytes or potentially materialize via post-
zygotic mutations occurring in the embryo. Following
fertilization, the oocyte has a limited timeframe to
repair DNA damage introduced by the spermatozoon
prior to the activation of the S-phase in the first mi-
totic division. Faulty or deficient repair during this
process may lead to mutations that impact the health
of offspring, a phenomenon referred to as the “post-
meiotic oocyte collusion hypothesis” [50-52]. Such a
mechanism aligns with recent data indicating that
(ART) medical procedures may increase the muta-
tional burden carried by offspring conceived through
these procedures [52].
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De novo mutations associated with ART

Numerous studies have investigated natural concep-
tion and the prevalence of DNMs [53-55]. However,
there is a paucity of research examining the relation-
ship between conception through ART and DNMs
(Table 1). Although many studies generally indicate
that ART is safe [56—59], recent evidence suggests
that ART may be associated with an increased bur-
den of DNMs in children conceived via this method
[6, 20, 35, 60, 61].

In their pivotal study, Wang et al. investigated the
potential link between ART and the incidence of con-
genital heart defects (CHDs) in offspring, with a spe-
cific emphasis on DNMs as a contributing factor. The
researchers conducted whole-genome sequencing on
a cohort comprising 1,137 individuals from 160 fami-
lies who conceived spontaneously and 205 families
who conceived through ART. The findings indicated
that children conceived via ART exhibited a signifi-
cantly higher frequency of germline DNMs (gDNMs)
compared to those conceived spontaneously, even af-
ter adjusting for various confounding factors such
as parental age, smoking habits, alcohol consump-
tion, and levels of physical activity. In particular, off-
spring conceived through ART exhibited a 4.59-fold
increase in germline de novo mutations (gDNMs),
with 3.32 mutations originating from paternal sourc-
es and 1.26 from maternal sources [6]. This finding
aligns with a study by Wong et al., which reported
that the application of ART for conception resulted
in an average of 4.25 additional DNMs per genome
compared to natural conception [56]. Notably, paternal
DNMs in ART-conceived offspring were character-
ized by specific C>T substitutions at CpG sites, which
have been associated with an elevated risk of CAD.
Furthermore, the study indicated that a significant
majority (87.9%) of these mutations were inherited
from the father, while the utilization of both recom-
binant and follicle-stimulating hormone, along with a
high-dose human chorionic gonadotropin trigger, was
correlated with an increase in maternal DNMs [6]. A
contrasting study did not observe any significant dif-
ferences when directly comparing the mitochondrial
DNA (mtDNA) variants in oocytes obtained through
natural means and those retrieved following ovarian
stimulation cycles. Nevertheless, this study identified
a correlation between the presence of non-synony-
mous mtDNA heteroplasmic variants in protein-cod-
ing regions and ribosomal RNA loci and a reduc-
tion in birth weight. These variants were found to be
prevalent in children born to older mothers who had
undergone ART treatments. It is hypothesized that
these variants may induce a mild, yet significant mi-
tochondrial dysfunction, which could contribute to a

lower birth weight percentile. This finding provides
preliminary evidence of mitochondrial genetic factors
that may help explain the disparities in condition be-
tween individuals conceived through ART and those
conceived naturally [61].

As previously noted, ICSI has generated greater
concerns compared to other ART procedures due
to its invasive nature and the potential risks associ-
ated with the selection and manipulation of sperm.
However, it is important to acknowledge that there
exists contradictory data on this matter [23, 63, 64].
In this context, several research groups have stud-
ied the specific effect of ICSI on DNMs. A small
study conducted by Woldringh et al. indicated a rel-
ative abundance of ‘same direction copy number
changes’ in an ICSI setting, with an increase by a
factor of five compared to the control population.
Nevertheless, due to the limited size of the study
group, further research with a larger cohort is nec-
essary to validate these findings [20]. Significantly
higher rates of de nmovo chromosomal abnormali-
ties have been observed in ICSI-mediated offspring.
These abnormalities include sex chromosome an-
euploidies and structural chromosome anomalies,
particularly reciprocal translocations [65]. The in-
cidence of de movo fetal karyotype abnormalities
was determined to be 3.2%, primarily attributed to
a substantial number of de movo autosomal abnor-
malities rather than sex chromosome abnormalities.
Furthermore, the incidence of de novo chromosomal
abnormalities, reported at 1.9% in a pooled sample
of ICSI offspring assessed both pre- and postnatally,
is notably higher compared to the general popula-
tion and is associated with the paternal sperm count.
Higher rates of de novo chromosomal abnormalities
have been found in the fetuses and children of cou-
ples in which men exhibited below-reference sperm
concentration and total sperm count. It is important
to note that the frequency of abnormal de novo pre-
natal test results did not demonstrate a statistically
significant difference when comparing the use of
ejaculated versus non-ejaculated sperm or between
fresh and frozen-thawed sperm. However, the ab-
sence of a control group in the study may have had
an impact on the observation of a higher prevalence
of karyotype abnormalities. Additionally, it is widely
recognized that pregnancies achieved through ART
undergo more comprehensive prenatal karyotype
screening compared to those conceived naturally.
Consequently, to investigate whether the higher in-
cidence of karyotype anomalies following ICSI is a
result of closer attention, the authors suggest that
the optimal control group should consist of sponta-
neously conceived pregnancies that adhere to simi-
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Table 1. Investigations into ART and de novo mutations

oocytes were donated in
natural menstrual cycles

pairs, 113 oocytes
donated after OS

spontaneously.

Case group (n)* Control group (n) Relevant outcomes of the study Study
In six out of the twelve children who had undergone ICSI,
ten apparent de novo “genomic copy number changes in one
12 ICSI 30 SP direction” were identified, characterized by simultaneous gains or | [20]
losses in the copy number relative to both biological parents, with
a particular emphasis on losses.
The application of ART had a moderate significance
_ iy .
95 trios ARTP 693 trios SP (P = 3.86 x 107%), with an average increase of 4.25. DNMs [56]
compared to natural conception after controlling
for other variables.
De novo numerical aberrations or large structural DNA imbalanc-
49 quarters® IVF 62 quarters® SP es occur at comparable frequencies in IVF and those conceived [57]
naturally.
2505 ICSI: The incidence of de novo chromosomal abnormalities in the
1114 fetuses prenatal _ pre-and postnatal karyotypes of ICSI offspring was found to be [60]
tests, 1391 fetuses postna- higher compared to the general population, and this increase was
tal tests associated with the sperm parameters of the fathers.
Children conceived via ART exhibited an average of 4.59 more
116 trios. 86 quartets gDNMs compared to those conceived spontaneously. This
(twin offs, rinq) ARTP 205 trios SP difference includes 3.32 paternal and 1.26 maternal DNMs, after [6]
pring adjusting for factors such as parental age at conception, cigarette
smoking, alcohol consumption, and exercise load.
49 trios and 2 quartets No significant differences were observed in the number of DNMs
ARTP (17 IVFE, 18 18 trios SP per child across various methods of conception, regardless of the | [58]
ICSI-TESE+ICSI-TESE) parental age at the time of conception.
The IVF/ICSI group exhibited a slight increase in the overall rate
1496 ARTP (IVF/ICSI) 1396 SP of de novo chromosomal abnormalities compared to the NC group; | [62]
however, this difference did not reach a statistical significance.
535 ARTP with suspected LELLD B2 e . The proportions of de novo variants observed in the ART group
. o suspected genetic . [59]
genetic conditions conditions were comparable to those in the non-ART group.
mﬂge‘?f{gﬁ dﬁ 7 aAirlleli 3 lrﬁétﬁecéffhﬁg ART individuals have a higher prevalence of de novo non-synon-
pairs, ymous mtDNA variants compared to their counterparts conceived | [61]

Trios — mother, father, and child.

Quartets' — mother, father,

and two siblings.

Quarters? — father, mother, placenta, and neonate umbilical cord blood.
ARTP — ART pregnancies (IVF + ICSI).
SP — spontaneous pregnancies (natural cohort).

IVF = in vitro fertilization.

ICSI — intracytoplasmic sperm injection.
TESE-ICSI — testicular sperm extraction associated with intracytoplasmic sperm injection.
"The participants were not diagnosed with any recognized genetic disorders unless so indicated.
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lar screening practices, thereby facilitating a more
rigorous analysis [60].

Conversely, other research has not identified a cor-
relation between the number of DNMs and ART.
Hunag et al. conducted an investigation into the type
of molecular defects present in neonates conceived
via ART who were admitted to the neonatal inten-
sive care unit with suspected genetic conditions. The
genetic profiles of these neonates were compared to
those of neonates conceived without ART. The study
found no significant differences in the genetic pro-
files between the two groups, which encompassed
the rates of diagnosis and the proportion of de novo
variants (DNVs), as well as the percentage of SNVs
and CNVs between the two cohorts. That study pres-
ents several limitations. As noted by the authors, the
research focused exclusively on live-born children,
thereby excluding stillborn fetuses and pregnancies
that had been terminated. This omission may affect
the assessment of certain fetal lethal SNVs or CNVs.
Additionally, well-documented potential risk factors,
such as advanced paternal age, unhealthy parental
lifestyles, and infertility, were not examined [59]. The
findings align with those by Smits et al., who revealed
no significant differences in the number of DNVs be-
tween 53 children and their parents [58]. However,
the study conducted by Smits and colleagues did not
explore the impact of ART on the prevalence of so-
matic DNMs in the offspring or the occurrence of
CNVs. Esteki et al. investigated the prevalence and
extent of de novo large CNVs greater than 100 kb in
live-born neonates conceived through IVF compared
to those conceived naturally. The researchers profiled
the genomic landscape of fetal and placental tissues
postpartum to assess the prevalence and persistence
of large genetic aberrations that may be attributed
to the chromosomal instability (CIN) associated with
IVF. The findings revealed that approximately 10.8%
of pregnancies exhibited sporadic de movo genomic
aberrations distributed throughout the genome, indi-
cating that these events are random and infrequent
occurrences of embryonic CIN, with no discernible
functional implications for placental biology or fetal
health [57]. It is important to highlight that ART is
used to mitigate the risk of pathogenic de novo muta-
tions, which are more prevalent due to increased mo-
saicism in parents. This condition elevates the likeli-
hood of recurrence, thereby increasing the risk that a
subsequent child may be affected by the same DNM
as the preceding one [66].

While our primary focus has been on ART proce-
dures on humans, it is important to acknowledge that
research conducted on animal models has also yield-
ed conflicting results. For example, studies involving

transgenic mice have demonstrated no significant dif-
ference in the frequency or spectrum of DNMs be-
tween naturally conceived fetuses and those produced
through various ART techniques [67]. Nevertheless,
there exist additional data points to consider. The ge-
nealogy of domestic cattle is meticulously document-
ed across numerous generations and is characterized
by extensive paternal and maternal half-sibling pedi-
grees. This comprehensive record-keeping presents
unique opportunities to construct large pedigrees that
are particularly well-suited to the identification of
DNDMs. Furthermore, the reproduction of domestic
cattle extensively employs ART, which includes meth-
ods such as artificial insemination (utilizing frozen se-
men for female insemination), IVF, and ICSI. These
techniques facilitate the examination of the impact of
ART on DNMs.

When examining species such as cattle, which are
particularly suited for investigating this phenome-
non, it becomes evident that the correlation between
DNMs and the use of ART is significant. Notably, IVF
has been shown to increase the rate of de novo struc-
tural variation (dnSV) by approximately fivefold, with
the associated mutations occurring during the very
early stages of embryonic development, specifically
during the one- and two-cell stages [68]. While ART
procedures contribute to the appearance of DNMs,
their impact has been shown to be less significant
compared to parental aging and other environmental
factors (summarized in Fig. 1). In summary, while the
research conducted in this field has several limita-
tions, the findings related to cattle suggest that fur-
ther investigations are necessary.

AGE AS A LIMITING FACTOR OF ART
One of the most contentious issues within this con-
text is the consideration of parental age as a basis
for restricting access to ART. For instance, in their
publication, Bewley et al. emphasized the importance
of providing women with comprehensive informa-
tion regarding reproduction and fertility, as well as
the limitations of ART as a means to achieving preg-
nancy at an advanced age. While their discourse pri-
marily focuses on the impact of biological factors on
fertility and the prospects for a healthy pregnan-
cy, they ultimately convey the notion that there ex-
ists a specific chronological timeframe during which
childbearing is most advisable. Indeed, their subti-
tle asserts that the most secure age for childbear-
ing remains 20-35 years, against the potential risks
associated with ART for women exceeding this age
range [69].

The age restrictions on the application of ART
vary among countries. For instance, in the United
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Fig. 1. Factors contributing to de novo mutations (DNMs).
Two categories of factors that influence the accumulation
of DNMs are illustrated: environmental factors (left panel)
and assisted reproductive technologies (ART) (right panel)

States, a notable exception to the general absence of
age restrictions in statutory law is reflected in the
guidelines issued by the Ethics Committee of the
American Society for Reproductive Medicine. This
committee has explicitly recommended against pro-
viding donor oocytes or embryos to women over the
age of 55, even in the absence of any underlying
medical conditions. The authors justify the establish-
ment of the age limit of 55 by citing the limited data
available regarding maternal and fetal safety, as well
as concerns related to longevity and the necessity
for sufficient psychosocial support for raising a child
to adulthood.

The legislation regulating ART throughout Europe
reveals that most of the countries have established
a chronological age limit for potential mothers, typi-
cally ranging from 45 to 50 years. For instance, the
Czech Republic has set the age limit for women
seeking access to ART at 49 years [70]. In Belgium,
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prospective mothers must be under 45 years of age
to request access to ART and the implantation of
an embryo or insemination is not permitted after
the age of 48 years [71]. A report from the Swedish
National Council on Medical Ethics indicates that
there are no mandated upper age limits for IVF in
Sweden. However, it is noted that county councils
typically impose upper age limits ranging from 37
to 41 years. The report asserts that at least one par-
ent must be of a sufficiently young age to assume
responsibility for the child until the child reaches
adulthood [72]. This assertion aligns with the Swiss
position, which stipulates that both prospective par-
ents should be of an age that enables them to ad-
equately care for their child until the child reaches
the age of majority [71]. Estonia, Greece, and the
Netherlands set the maternal age limit at 50 years
[70]. Notably, a social study investigating public per-
ceptions regarding maternal age revealed that 43
percent of participants believed that women should
stop bearing children as they reach the age of 50
[73].

It is noteworthy that, despite the increased risks
of health issues in offspring closely associated with
advanced paternal age, fathers generally face few-
er restrictions regarding the application of ART. In
Sweden, prospective fathers are not permitted to be
older than 56 years, while in Finland and Portugal,
the age limit is set at 60 years [71]. A recent social
study performed in the United States revealed that
the preferred upper age limit for men was 64 years
[74].

Based on an analysis of scientific studies and leg-
islative approaches across various countries, it can
be concluded that parental age is a significant factor
influencing access to ART, particularly for women.
Numerous studies and governmental regulations un-
derscore the risks associated with advanced mater-
nal age, which may lead to potential complications
for both the mother and the child. Despite the in-
creasing restrictions imposed, it is crucial to inform
prospective parents that successful conception at
an advanced age still does not preclude serious im-
plications for the child’s health such as an elevated
likelihood of DNMs. Consequently, the focus should
extend beyond merely regulating access to ART; it
should also encompass the provision of comprehen-
sive information regarding potential risks and their
implications for the family.

CONCLUSIONS AND FUTURE PERSPECTIVES

The impact of ART as relates to DNMs in humans
remains a contentious issue; nevertheless, data show
that aging, and paternal aging in particular, exerts
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lines represent the range of potential risks, which is influenced by the variability of the coefficients used in calculations.
The dashed segment of the maternal DNMs line beyond age 35 indicates data revealing a pronounced acceleration in

risk, although this increase remains unverified [56, 68].
The following formulas were used for calculating the index:
paternal’ The paternal age contribution to DNMs risk:

paternal (Age - 20) x kpafernal' where kpafemal

atemas 1€ maternal age contribution to DNMs risk:
For ages up to 35:

s = (AgE — 20) X k
For ages above 35:
(35) + (Age — 35) x k
=0.61[42].

, where k

maternal_low maternal_low

=A where A
'maternal

'maternal

formula, and k

maternal_high’

maternal_high

maternal

=1.35-1.5 [41-47].

=0.24-0.42 [41-47].

(35) is the risk value at age 35, calculated using the first

The risk associated with ART was calculated as a fixed additional contribution that is added to the overall parental risk,

regardless of age, and amounts to ~ 4.25 [56]

the most consequential influence on the number of
DNMs, alongside reproductive disorders linked to
environmental factors (Fig. 2). However, the limita-
tions that come with the small sample sizes of most
studies and the predominant use of ART by couples
experiencing infertility may obscure the direct im-
pact of the technique as relates to DNMs. Moreover,
many existing studies fail to account for stillbirths
and pregnancy terminations, which complicates the
evaluation of lethal DNMs. To address these limita-
tions, research on model organisms such as cattle,

as well as investigations into the mutations in ART-
conceived children using various culture media and
protocols, could provide valuable insights. This re-
view primarily examined the presence of an associa-
tion between DNMs and ART, which complicates the
evaluation of lethal DNMs epigenetic changes, thus
requiring further detailed exploration. Through the
examination of these studies, we aimed to gain in-
sights regarding implications for future generations
and underscore the growing need to investigate the
long-term consequences of ART. @
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ABSTRACT Tumor-infiltrating T lymphocytes (TILs) are a population of T cells present in tumor tissue and
enriched in tumor antigen-specific clones. TILs participate in the adaptive antitumor immune response, which
makes them a promising candidate for cancer immunotherapy. The concept framing this type of therapy in-
volves the extraction of T cells from a patient’s tumor, followed by their in vitro expansion and reinfusion
into the same patient in large quantities. This approach enhances the antitumor immune response and al-
lows one to affect cancer cells resistant to other types of treatment. In 2024, the first TIL-based drug was
approved for melanoma treatment. The possibility of using TILs for treating other solid tumors is currently
being considered, and novel methods aiming to increase the efficiency of generating TIL cultures from tumor
tissues in vitro are being developed. However, despite the significant progress achieved in this area, there re-
main unresolved issues and problems, including the lack of standardized protocols for obtaining, expanding,
and cryopreserving TILs, the complexity related to their isolation and the duration of that, as well as insuf-
ficient efficiency. Our review focuses on the concept of immunotherapy using TILs, the main stages involved
in generating a TIL-based cellular product, associated problems, and further steps in the production of TIL
cultures that aim to improve efficiency as relates to production and ensure a wider application of the therapy.
KEYWORDS tumor-infiltrating T lymphocytes, immunotherapy, T-cell therapy, TIL.

ABBREVIATIONS TIL — tumor-infiltrating T lymphocytes; CTLA-4 — cytotoxic T lymphocyte-associated protein
4; PD-1 — programmed cell death protein 1; PD-L1 — programmed death-ligand 1; CAR - chimeric antigen
receptor; CAR-T — chimeric antigen receptor to T cells; CAR-NK - chimeric antigen receptor-engineered
natural killer; TCR — T-cell receptor; FDA — Food and Drug Administration, pre-REP — pre-rapid expansion
protocol; REP — rapid expansion protocol; PGE2 — prostaglandin E2; IL-2 — interleukin-2; IL-2Ra/p — inter-
leukin-2 receptor alpha and beta chain; ortho-hIL-2 —orthogonal human genetically engineered interleukin-2;
ortho-hIL-2Rf — orthogonal human genetically engineered interleukin-2 receptor; IL-7 — interleukin-7;
IL-12 - interleukin-12; IL-12Rb1 - interleukin-12 receptor beta 1 subunit; IL-15 — interleukin-15; mbIL15 —
membrane-bound interleukin-15; IL-21 — interleukin-21; 4-1BB (CD137 or TNFRSF9) — member of the tu-
mor necrosis factor receptor family; IFN-y — interferon gamma; PBMC — peripheral blood mononuclear cell;
DMSO - dimethyl sulfoxide; Tregs — regulatory T cells; NK cells — natural killer cells; MHC — major histo-
compatibility complex; pMHC — major histocompatibility complex peptide.

INTRODUCTION

Cancer immunotherapy is among the most innova-
tion-prolific and promising areas of modern oncology.
As new data on the interplay between the immune
system and tumors become available, various forms
of immunotherapy (therapy using immune checkpoint

inhibitors, including antibodies specific to molecules
such as CTLA-4, PD-1, PD-L1, etc.; CAR T cell ther-
apy, CAR NK cell therapy; dendritic cell therapy; in
vitro generation followed by reinfusion of autologous
tumor-infiltrating T lymphocytes (TILs) back into
the patient’s body; and vaccination with chemically
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synthesized neoantigen peptides) has started to be
viewed as a promising novel approach to the treat-
ment of different types of malignant tumors, since it
allows practicians to personalize treatment and im-
prove its efficacy even in patients with uncontrolled
and metastatic cancer.

Currently, cancer immunotherapy is fertile ground
for the research and development of novel drugs.

Tumor-infiltrating T lymphocytes are a population
of T cells within tumor tissue that are enriched in
tumor-specific clones. However, the immunosuppres-
sive factors inherent in the tumor microenvironment
actively suppress the antitumor immune response and
weaken the ability of TILs to destroy tumor cells. The
concept of TIL therapy is based on the idea that the
antitumor immune response can be restored by isolat-
ing TILs from a tumor fragment, culturing them ex
vivo to increase their quantity (to at least 10° cells),
and finally reinfusing them back into the patient.
Unlike other cell-based immunotherapy methods,
TILs are obtained directly from the patient, without
any genetic modification [1].

The research in the 1950s that aimed to explore
how possible it was to employ T cells to suppress
tumor cell growth was inspired by studies that had
demonstrated that rejection of solid organ transplants
was mediated by cellular immunity [2]. Animal ex-
periments showed that when transferred to syngeneic
recipients, T cells from immunized donors could me-
diate tumor regression, and that IL-2 could be used
to increase their number [3]. Later, it was revealed
using a mouse model that simultaneous administra-
tion of IL-2 and T cells in vivo enhances the antitu-
mor efficacy of T cells. However, the requirement that
an immunized syngeneic donor be the source of the
tumor-specific T cells remained a hurdle in attempts
to use this approach in humans lacking such a source
of TILs.

This hurdle was overcome in 1986, when
Rosenberg and colleagues from the Surgery Branch
of the National Cancer Institute (USA) became the
first to demonstrate, in a mouse model, that a com-
bination of autologous TILs and cyclophosphamide
could induce a regression of metastases [4]. Next
came a landmark publication in 1988 that became
the first study to show that infusion of TILs into pa-
tients with metastatic melanoma could lead to tumor
regression [5]. As of October 2024, a total of 266 clin-
ical trials related to TIL therapy had been registered
on ClinicalTrials.gov. Of those, 26 trials have the “ac-
tive” status; 103 trials are “recruiting participants,”
and 82 trials have been completed [6]. Over the past
five years, 15—30 new clinical trials to assess TIL
therapy against various solid tumors have been reg-
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istered annually, melanoma being predominant (40%
of all clinical trials) [7].

Table 1 presents a selective list of phases I and
IT clinical trials that embrace nearly all solid tumor
types.

On February 16, 2024, the FDA approved lifileu-
cel (Amtagvi), the result of 30 years of research, as
the first TIL-based therapeutic. The drug was ap-
proved for adult patients with unresectable or meta-
static melanoma who had previously received stan-
dard treatment. Lifileucel is produced through ex vivo
cultivation of tumor-infiltrating T lymphocytes de-
rived from surgically resected autologous tumor frag-
ments [8].

Metastatic melanoma is considered a highly immu-
nogenic malignant tumor. The objective response rate
to TIL therapy ranges from 36 to 56%; progression-
free survival is 3.7-7.5 months; the overall survival
time ranges from 15.9 to 21.8 months [9]. Less immu-
nogenic (also known as “cold”) tumors respond worse
to TIL therapy, which poses a problem on one hand,
while, on the other hand, it opens up new avenues
towards developing new strategies to optimize TIL-
based treatments.

EX VIVO PRODUCTION AND EXPANSION

OF TUMOR-INFILTRATING T LYMPHOCYTES

Ex vivo expansion of tumor-infiltrating T lympho-
cytes can be divided into two stages: the produc-
tion of TIL cultures from tumor tissue (the pre-REP
stage) and large-scale expansion of T cells (the REP
stage) (Fig. 1).

Freshly resected tumor tissue obtained during a
surgical resection is promptly transported to the labo-
ratory within several hours after surgery in a sterile
container with the transport medium (a growth me-
dium supplemented with an antibiotic). The biological
material is immediately cut into small fragments sized
approximately 1.5 X 1.5 mm? and placed into a growth
medium supplemented with interleukin-2 (IL-2) at
concentrations ranging from 500 to 6,000 IU/mL. An
alternative method for TIL culture generation in-
volves enzymatic digestion of tumor fragments in an
enzyme cocktail containing collagenase and DNase at
37°C for 30-60 min. The resulting cell suspension is
subsequently transferred to a growth medium supple-
mented with IL-2 (500-6,000 IU/mL) [10-13]. To fur-
ther activate TIL cultures, IL-2 is used in combina-
tion with anti-CD3/CD28 antibodies in some protocols
[14—18]. Since clinical research includes studying the
feasibility of producing TILs from tumors of differ-
ent localizations, including skin and gastrointestinal
tumors, one should bear in mind that bacterial con-
tamination of tumor fragments is possible. Therefore,
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Table 1. Selected clinical trials of TIL therapy registered on Clinicaltrials.gov as of October 2024

NCT Phase | Number
Nosological entity identifier clinical of Administered dose
number tri patients
rial
Cohort 1: 5 x 10% TILs (three patients)/
Stage IIIb, IIIc or IV melanoma NCT03374839 I/I1 11 Cohort 2: 1-20 x 10° TILs on weeks 14 and
18
Stage IV melanoma NCT03475134 I 10 N/A
Measurable metastatic melanoma NCT03166397 II 30 N/A
WRiEEEERINe EiEge N WEEnoTe OF | \yeniemees | i 24 1 X 10°-1.6 X 10" TILs
platinum-resistant ovarian cancer
Unresectable stage III/IV cutaneous or NCT02652455 | Pilot 12 N/A, cell growth aftgr 4-8 WEE:kS when using
mucosal melanoma CD137-activating antibody
Measurable metastatic melanoma NCT02621021 II 170 N/A, young TILs
Unresectable metastatic melanoma NCT02360579 II 60 N/A
Metastatic melanoma or stage III
in-transit, subcutaneous, or regional | NCT01740557 | Pilot 15 Up to 1.5 X 10* TILs
nodal disease
Unresectable stage III/IV melanoma | NCT02354690 I/11 12 1 X 10°-2 x 10" TILs
Unresectable stage III/IV melanoma | NCT02278887 II1 168 N/A
Metastatic melanoma or stage III
in-transit, subcutaneous, or regional | NCT01955460 | Pilot 15 Up to 1.5 x 10" TILs
nodal disease
Metastatic melanoma NCT01993719 II 64 N/A
Unresectable stage III or IV melanoma | NCT01946373 I 10 Up to 5 x 10 TILs
Unresectable stage III/IV melanoma | NCT01883323 II 12 1 X 10 —1.6 x 10 TILs
Metastatic melanoma, uveal melanoma Cohort 1-3: up to 1.5 x 10" TILs.
or stage III in-transit or regional nodal | NCT00338377 II 189 Cohort 4: 5.0 x 10° TILs on day 1,
disease 10 x 10! TILs on day 15
Metastatic uveal melanoma NCT03467516 II 59 1 X 10°-2 x 10" TILs
Metastatic melanoma NCT01995344 II 90 N/A
Unresectable stage III/IV melanoma | NCT02379195 I/11 12 N/A
Stage III/IV melanoma NCT01807182 II 13 N/A
Unresectable melanoma, stage III/IV | NCT01701674 | Pilot 13 N/A
Unresectable stage IV metastatic
melanoma or stage III in-transit or NCT01659151 II 17 N/A
regional nodal disease
Metastatic melanoma NCT01319565 I 102 Cohort 1 + 2: 1 X 10° -2 x 10" young TILs
Unresectable stage III/IV melanoma | NCT01005745 I/11 19 N/A
Locally advanced, recurrent, or | yomgagg1083 | 10 59 2 x 10" TILs (at least 1 x 10° cells)
metastatic biliary tract cancer
Metastatic uveal melanoma NCT03467516 I 47 2 X 10" TILs (at least 1 x 109 cells)
Breast cancer NCT05142475 I 50 1 x 10°-5 x 10" TILs
Malignant solid tumors NCT05649618 I 42 2.5 x 10°-5 x 10 TILs
Advanced solid cancers NCT03935893 I 240 2 % 10! TILs (at least 1 X 10° cells)
Malignant solid tumors NCT05902520 I 18 N/A
Urothelial cell carcinoma (UCC) and
non-muscle invasive bladder urothelial | NCT05768347 I 12 N/A
carcinoma (NMIBC)
Advanced melanoma NCT05098184 I 50 1 x 10%-5 x 10 TILs
6
Metastatic III and IV stage melanoma | NCT01883323 | 1II 12 LoD 0= cellsmiandiexpanded! forng)
longer than 28 days prior to cryopreservation
Melanoma NCT02360579 I 66 26.1 x 10° (range, 3.3—72) TILs
Non-small cell lung cancer NCT04614103 11 170 1 x 10°-150 x 10° TILs
Cervical cancer NCT03108495 I 27 28 x 10° TILs
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Fig 1. Preparation and infusion of TILs obtained from freshly resected tumor tissue. The two most common options are
shown: obtaining TILs from tumor fragments and by enzymatic digestion. Regardless of the type of pre-REP stage of TIL
production, at the second stage (REP), feeder cells need to be added to ensure large-scale expansion before infusing

the cellular product into the patient

additional washing steps and/or ex vivo cultivation in
the presence of antibiotics and antifungals are rec-
ommended to mitigate this risk. Some protocols also
involve pre-incubation of tumor fragments in a me-
dium containing 10% antibiotics at room temperature
for 30 min prior to further manipulations, in particu-
lar when working with colorectal cancer or melanoma
specimens [19]. The initial stage is considered com-
pleted once the cell count in the primary TIL cul-
ture reaches ~ 10° cells per mL of suspension. Next,
TILs may either undergo cryopreservation or one can
proceed to the second stage: large-scale expansion
(REP) aiming to generate a clinically significant num-
ber of cells. According to clinical trials and the in-
struction for use of the approved medicinal product
lifileucel, the number of TILs required for infusion
ranges from 1 X 10° to 2 x 10" cells; the total infusion
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volume being 100-400 mL [12, 20]. Feeder cells (ei-
ther peripheral blood mononuclear cells from healthy
donors (allogeneic) or from the patient (syngeneic))
pre-irradiated with 40 Gy are utilized for large-scale
expansion during the second phase. The feeder cells
are cocultured with TILs in a growth medium con-
taining IL-2 (500—6,000 IU/mL) until the clinically sig-
nificant number of TILs is reached [19]. Since effec-
tive ex vivo TIL expansion largely depends on the
number of feeder cells, standard protocols recom-
mend using the 100 : 1 or even 200 : 1 ratio of feeder
cells to TILs [21]. It is commonly believed that fewer
feeder cells can significantly reduce the yield of TILs,
thus underscoring their importance for successful ex-
pansion [15]. Because large quantities of feeder cells
need to be utilized, clinicians often use donor-derived
feeder cells and pool material from multiple donors
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[12]. This approach is unique to TIL therapy com-
pared to the more common method used for produc-
ing CAR T cells, where feeder cells are not employed.
Instead, high doses of IL-2 and anti-CD3/CD28 acti-
vating antibodies are simultaneously added directly
to the growth medium to stimulate T-cell prolifera-
tion [22, 23].

EFFECTIVENESS IN THE GENERATION OF TUMOR-
INFILTRATING T LYMPHOCYTES

As mentioned previously, reliable generation of TIL
cultures from tumor tissue fragments is the corner-
stone of successful TIL therapy. An analysis of the
studies conducted by various researchers (Table 2)
revealed that the likelihood of obtaining viable TIL
cultures from patients’ tumor fragments is weakly de-
pendent on the type of solid tumor and varies across
study sites. TIL cultures were successfully generated
in 18-100% of patients across the studies. The find-
ings summarized in Table 2 infer that this variability
is partly attributable to the lack of standardization for
the TIL culture generation procedures, as well as to
the fact that certain tumor types (e.g., colorectal can-
cer and melanoma) carry a higher risk of microbio-
logical contamination. Furthermore, factors such as
the quantity of initial tumor biomaterial and the de-
gree of immune cell infiltration into it (as observed in
uveal melanoma and glioblastoma) play a rather sig-
nificant role. Unfortunately, the small sample size in
most studies weighs negatively on the integrity and
validity of the reported data and may lead to both
over- and underestimation of the effectiveness of TIL
culture generation. We have found just one study that
focused on effectiveness in TIL culture generation in
a large patient cohort (over 1,000 subjects). It could be
inferred from the results of the study that the effec-
tiveness varied by year; over an 1l-year period, TIL
cultures were produced in an average of < 70% of pa-
tients [33].

NOVEL APPROACHES TO THE GENERATION OF
TUMOR-INFILTRATING T LYMPHOCYTES

Despite significant progress, effectiveness in TIL cul-
ture generation remains well below 100%. Moreover,
TIL cultures must be enriched with cytotoxic CD8+ T
cells to ensure an optimal antitumor response in vivo.
Meanwhile, Table 2 suggests that the proportion of
CD8+ T cells greatly varies and is potentially affect-
ed by both the initial ratio of T cells within the tumor
tissue and the specific culture conditions.

Current research focuses on optimizing protocols
for TIL culture generation by supplementing the
growth medium with various interleukin cocktails,
utilizing genetic engineering at different T-cell pro-

duction stages, and working with the immunosup-
pressive tumor microenvironment, which can ruin the
full potential of antitumor cellular therapy.

One of the approaches to enhancing effectiveness
in ex vivo generation of TIL cultures from tumor tis-
sue involves adding immune checkpoint modulators
into the growth medium. Several research groups have
demonstrated that adding an agonistic anti-4-1BB an-
tibody to melanoma tissue fragments reduces the
expansion duration and increases the proportion of
CD8+ T cells within the TIL culture compared to a
conventional growth medium containing IL-2 only [35,
36]. Similar effects by this antibody have been ob-
served in 16 samples of non-small cell lung cancer. A
combination of IL-2 and agonistic anti-CD3 and anti-
4-1BB antibodies (urelumab) added to the TIL cul-
ture medium reduced the time required to generate
TIL cultures and increased the proportion of CD8+ T
cells during both the pre-REP and REP stages of TIL
culturing in [37]. This approach ensured 100% effec-
tiveness during TIL culture generation for 12 uveal
melanoma samples [33]. Since uveal melanoma is char-
acterized by a low immune cell infiltration, TIL culture
generation from this tumor type poses a significant
challenge. The number of TILs obtained in this study
from five fragments less than 3 mm? in size was com-
parable to, or exceeded, that produced from 20 frag-
ments using the conventional method (IL-2 only) [33].

Another approach to the interplay with the tumor
microenvironment was proposed by a research team
that had demonstrated the effectiveness of inhibit-
ing the prostaglandin E2 (PGE2) signaling pathway to
stimulate an antitumor response in vivo [38]. Relying
on these findings, Morotti et al. discovered that ef-
fectiveness in TIL culture generation from melanoma
samples (NCT03475134) could be improved by inhib-
iting the PGE2 signaling pathway. Inhibition of this
signaling pathway increased the susceptibility of TILs
to IL-2, thus reducing the impact of oxidative stress
on T cells and their ferroptosis-mediated death [39].

Addition of various interleukin cocktails to the
growth medium is another promising approach to en-
hancing effectiveness in TIL culture generation, in-
cluding the production of cultures exhibiting tailored
properties (e.g., TIL cultures with a predominant pro-
portion of CD8+ T cells or cultures enriched in mem-
ory T cells rather than effector T cells). The appli-
cation of interleukin cocktails involves a move away
from the conventional use of IL-2 alone for T-cell ac-
tivation and allows one to study how different cy-
tokines (IL-4, IL-7, IL-15, and IL-21) and their com-
binations affect the end cellular product. Cytokine
cocktails had originally been widely used to culture
another cellular product: CAR T cells [40—42]. In fur-

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE |19



REVIEWS

ther studies, CAR T cells cultured in media supple-
mented with IL-7 and IL-15 exhibited higher prolifer-
ation rates and enhanced antitumor activity compared
to cells cultured just in the presence of IL-2 [43].
Furthermore, it has been established that adding a
combination of IL-2, IL-15, and IL-21 increases the
CD8+/CD4+ T-cell ratio [44], which is especially im-
portant in CAR T therapy.

Because of the successful application of various in-
terleukin combinations in CAR T therapy, similar ap-
proaches are now being adopted for the generation of
TIL-based products. Studies involving PD-1+CD8+
T cells isolated from the blood of healthy donors and
patients with a confirmed diagnosis of cancer demon-
strated that a cytokine cocktail containing IL-7 and
IL-15 added to the growth medium, along with anti-
CD3/CD28 antibodies, significantly enhances T-cell
proliferation in the suspension [45]. Treatment with
a combination of anti-CD3 antibodies, panobinostat,
IL-2, and IL-21 was shown to increase the proportion
of CD62L+CD28+CD8+ T cells in TIL cultures com-
pared to TILs cultured in the absence of this cytokine
cocktail [46].

The research into the use of interleukins to en-
hance T-cell expansion continues to advance; modi-
fied forms of interleukin are being actively devel-
oped. For example, a genetically engineered IL-2
(STK-012) is currently under development; it is the
first-in-class partial agonist of the IL-2 receptor al-
pha and beta chains (IL-2Ra/p) required to selectively
activate CD25+ antigen-activated T cells without in-
ducing the nonspecific activation of NK cells or na-
ive T cells. Preclinical in vivo studies in mice using
the murine surrogate mSTK-012 revealed a signifi-
cant reduction in the number of exhausted T cells
and increased systemic and intratumoral expansion of
the tumor antigen-specific CD25+PD-1+CD8+ T cell
population. Additionally, the number of intratumoral
regulatory T cells (Tregs) was decreased, indicating
that mSTK-012 exhibits better antitumor properties
compared to those of IL-2 [47, 48].

Orthogonal cytokine—receptor pairs for human IL-2
that interact exclusively with each other have been
developed when studying interleukin modifications.
Notably, these pairs do not interact with their na-
tive counterparts: cytokine IL-2 and its receptor IL-2.
Introduction of ortholIL-2Rf into the T-cell suspension
has enabled selective targeting of ortholL-2 to geneti-
cally modified CD4+ and CD8+ T cells, both in vitro
and in vivo. This approach can reduce adverse events
and minimize toxicity compared to that of the canoni-
cal form of IL-2 [49].

The next, potential candidate modifier of the an-
titumor activity of T cells is interleukin-12 (IL-12), a
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pro-inflammatory cytokine that plays a crucial role in
the activation of CD4+ and CD8+ T cells, as well as
NK cells. The high toxicity of IL-12 has been limit-
ing its clinical application. Preclinical studies suggest
that the toxicity of IL-12 is primarily associated with
the activation of NK cells. An attempt was made to
address this problem using an IL-12 partial agonist
(STK-026), which has reduced affinity for binding to
the IL-12 receptor Bl subunit (IL-12Rbl). STK-026
selectively affected activated T cells characterized by
upregulated IL-12Rbl expression, whereas NK cells
or resting T cells with moderate IL-12Rbl expres-
sion levels were not significantly affected by STK-026
[50]. The Synthekine company is currently conducting
preclinical trials for STK-026, which are expected to
demonstrate its capacity to activate tumor-infiltrating
CD8+ T cells and myeloid cells, as well as its antitu-
mor efficacy and pharmacodynamic profile.

As mentioned previously, genetic modification of T
cells is a possible path in addressing the problem of
efficient TIL culture generation and enhancement of
their functionality.

Recent studies have shown the great potential that
lies in engineering T cells carrying an inducible mem-
brane-bound IL-12. These modified T cells exhibited
superior cytotoxic activity in vitro and were charac-
terized by a significant level of IFN-y production [51].

Obsidian Therapeutics, a pharmaceutical compa-
ny, is currently involved in a multicenter clinical tri-
al to evaluate potential uses for genetically modified
TILs OBX-115 expressing membrane-bound IL-15
(mbIL15). This approach allows one to avoid in vivo
administration of high-dose IL-2, thereby reducing
the toxicity and expanding the applicability of TIL
therapy to larger patient cohorts [52].

Rejuvenation of tumor-infiltrating T lymphocytes
is another interesting strategy for augmenting their
antitumor activity using genetic engineering means.
This approach allows for the rejuvenation of TILs
by restoring their original functionality and potential
via partial reprogramming using transient expres-
sion of a set of transcription factors. The rejuvenated
TILs retain a diverse repertoire of their T-cell re-
ceptors (TCRs), thus ensuring broad antigenic speci-
ficity. The key positives of TIL rejuvenation consist
in a reduction of the epigenetic age of T cells, high-
er expansion rates, acquisition of a stem cell pheno-
type, and increased cytokine secretion upon activation
by target antigens. Importantly, positive results have
been achieved not only for rejuvenated TILs but also
for rejuvenated peripheral blood mononuclear cells
(PBMCs), TCR and CAR T cells, which indicates that
the rejuvenation technology can be widely applied in
cancer immunotherapy [51].
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Developing vectors for the in vivo delivery of
genes to modifying tumor-specific T cells is the last
aspect of gene engineering discussed in this re-
view. The technique aims to optimize TIL therapy.
Current research in designing viral vectors for in
vivo gene delivery focuses on restricting viral tro-
pism to specific T-cell markers such as CD3, CD8,
CD4, CD62L, and CD5 [53-55]. Thus, the efficacy
of retroviruses targeting the peptide—-MHC com-
plex (pMHC) for delivering genes, including inter-
leukin-12, to antigen-specific T cells and promoting
their in vivo expansion, was evaluated in a recently
published preprint. Preliminary results of mouse ex-
periments demonstrate that pMHC-targeted viruses
are effective vectors for the reprogramming and ex-
pansion of tumor-infiltrating T lymphocyte popula-
tions in vivo.

The reviewed studies demonstrate that diverse ap-
proaches are being pursued to optimize the produc-
tion of T cell-based products, which will broaden the
range of their clinical applications [56].

CRYOPRESERVATION IN THE GENERATION

OF TUMOR-INFILTRATING T LYMPHOCYTES

The previously mentioned cryopreservation of TILs is
highly desirable; in certain cases, it is essential both
for manufacturing and in cases when TILs need to
be reinfused back into the patient after some time.
Cryopreservation implies the slow freezing of cellular
products at a rate of ~ 1°C per min in a growth me-
dium containing cryoprotectants, dimethyl sulfoxide
(DMSO) being the most commonly used, followed by
storage in liquid nitrogen until the product is needed.
However, cryopreservation adversely affects all cel-
lular products, including TILs, altering the cytokine
production, cytotoxic activity, proliferation, and cell
viability [17].

Meanwhile, the therapeutic efficacy of cellular
products is directly dependent on the ability of the
cells to restore their viability and functionality fol-
lowing thawing.

Although current FDA protocols for both TIL
therapy [57] and CAR T therapy [58] permit the use
of both fresh cellular products and cryopreserved
ones, research into the activity of T cell-based prod-
ucts is ongoing, since the post-thaw viability and
functionality of T cells is far from ideal. Importantly,
unlike for CAR T cells, the proportion of antigen-
specific T cells within the T cell-based product is
relatively low, ranging from 0.1 to 9% [59]. Therefore,
any reduction in the number of viable cells follow-
ing the freeze—thaw cycle can critically affect the
quality of the T cell-based product. Because the TIL
therapy is such a novel technique, very little data

on the effects of cryopreservation on TIL quality is
available. Three patents have been approved so far.
They focus on the optimization of TIL cryopreserva-
tion [60—62]. TILs cryopreserved after the pre-REP
stage have also been used to produce cellular prod-
ucts in the phase I clinical trial NCT03215810 to as-
sess the TIL therapy in patients with lung cancer
[63]. Additionally, as mentioned previously, the ap-
proved drug lifileucel is supplied in cryopreserved
form, in accordance with the manufacturer’s recom-
mendations.

Data on the impact of cryopreservation on CAR
T-cell therapy, which has been in clinical use for an
appreciably long time, appear somewhat scattered.
Based on the information of some CAR T-cell manu-
facturers, the post-thaw viability ranges from 47.2 to
68.9% [64]. Conversely, another research group has
reported an average viability of 97 = 17.4% in previ-
ously cryopreserved CAR T-cell fractions. A total of
79 ready-to-use CAR T infusion products where CAR
T cells were expanded to a median value of ~ 1 X 10°
cells per kg of body weight (range, 1 x 10° to 1 x 107
cells/kg) were analyzed. The median cryopreservation
duration was nine days (range, 1-408 days). Despite
the high survival rates in this case, the thawed CAR
T cells exhibited increased expression of early apop-
totic markers [65]. Another study demonstrated that
cryopreservation during the expansion phase does not
hinder cell proliferation post-thaw; CAR T cells con-
tinued to divide in 86% of cases [66]. Additionally, the
study that examined the stability of cryopreserved
CAR/TCR T-cell controls showed that these cells re-
mained stable for at least one year after thawing.
After 12 months, the viability of thawed cells stood at
approximately 80%, remaining stable for at least six
hours post-thaw [67].

In an assessment of the tolerance of peripher-
al blood lymphocytes to cryopreservation following
large-scale expansion in the presence of high-dose
IL-2, the T cells immediately lost their ability to re-
spond to nonspecific stimulation with phytohemag-
glutinin after thawing. However, their reactivity was
restored within 48 h. Cell viability remained high
(> 80%) throughout this process, although each subse-
quent cryopreservation cycle resulted in a loss of ap-
proximately 10—15% of the cells [68].

Comparative analysis with other types of immune
cells indicates that regulatory T cells (Tregs) and NK
cells also exhibit poor cryopreservation tolerance. One
day post-thaw, the proportion of viable NK cells de-
creased from 64-91% to ~ 34% [69]. A similar trend
was observed for Tregs: the percentage of live cells
immediately after thawing ranged from 58 to 75%, de-
clining to 20—48% after 24 h [70].
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A potential solution towards improving the via-
bility of T cells after cryopreservation is to direct-
ly cryopreserve tumor fragments [71-75]. A recent
study focusing on the isolation of tumor-infiltrating
T lymphocytes from frozen colorectal cancer tissue
fragments demonstrated that the efficiencies of TIL
culture generation from individual aliquots of cryo-
preserved fragments of the same tumor were similar
after thawing and analyses at different time points,
thus indicating data reliability. Furthermore, simi-
lar CD4+/CD8+ T-cell ratios were observed in TIL
cultures derived from both frozen and fresh tumor
fragments [76]. A comparative analysis of TIL gen-
eration from fresh vs. frozen tumor samples showed
that, although initial expansion occurred at a fast-
er pace in fresh tissue, the total number of viable
cells equalized approximately after one week of cul-
turing [77]. In an Australian study where fresh and
cryopreserved melanoma fragments derived from
the same patients had been transported to a labora-
tory for further TIL expansion for four days, only
the cryopreserved fragments ensured a 100% rate
of successful culture generation [78]. Furthermore,
in one patent, no phenotypic differences between
TILs derived from fresh vs. frozen tumor tissues
were listed [59]. Hence, the use of cryopreserved tu-
mor fragments is a viable strategy that allows one to
preserve the source of TILs for subsequent expan-
sion, thus addressing the logistical challenges relat-
ed to the transportation of biological material from
the hospital where the tumor had been excised to
manufacturing sites, including remote ones. However,
standardization is needed for cryopreservation of ex-

panded TILs, as well as tumor fragments and pos-
sibly new cryopreservation media, which would
improve TIL survival and efficiency in generating
TIL-based cellular products.

CONCLUSIONS

Immunotherapy that utilizes tumor-infiltrating T lym-
phocytes shows great potential as relates to the treat-
ment of various types of cancer. Characterized by a
unique specificity to tumor-associated antigens, TILs
can effectively destroy malignant cells, especially in
melanoma, where this therapy has already proven to
be effective.

Despite the encouraging preliminary results, TIL-
based therapy is still in its infancy. Some unresolved
issues related to therapeutic effectiveness across dif-
ferent tumor types persist, and there exists no stan-
dardized protocol for the isolation, expansion, and
cryopreservation of TILs. In order to improve thera-
peutic effectiveness, research aiming to develop uni-
fied protocols and optimize the processes related to
current challenges is needed.

An important area of focus is exploring novel strat-
egies to augment the antitumor immune response that
would be specifically aimed at overcoming the im-
munosuppressive microenvironment within tumors.
Achieving these goals will encourage broader applica-
tion of TIL-based therapy and improve prognosis for
patients with various cancers. ®

This work was conducted under State Assignment
Project “T cells” (Research and Technological
Development project No. 123032900030-7).
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ABSTRACT Extracellular vesicles (EVs) are secreted by nearly all mammalian cells and play a major role in
intercellular communication via the transport of various active biomolecules. In cancer, pathological EVs
contribute to tumor progression by participating in metastasis, angiogenesis, and immune evasion. Recent
advancements in EV research have revealed their potential as noninvasive biomarkers. This review address-
es the latest advancements in EV isolation and characterization techniques, elucidates the molecular mech-
anisms underlying EV biogenesis, and examines their functional roles in cancer progression. Furthermore,
we discuss emerging strategies that leverage EV profiling and molecular composition analysis, in conjunc-
tion with liquid biopsy technologies, offering possible breakthroughs in early cancer diagnosis and treatment
monitoring. By synthesizing these insights, this review emphasizes the growing significance of EVs as versa-
tile and powerful diagnostic tools in oncology.

KEYWORDS extracellular vesicles, EVs, oncology, exosomes, liquid biopsy.

ABBREVIATIONS EV — extracellular vesicle; EV-DNA — EV-associated DNA; EV-RNA — EV-associated RNA;
cfDNA - cell-free DNA; HCC - hepatocellular carcinoma; CRC - colorectal cancer; PC — pancreatic cancer;
LC - lung cancer; BC — breast cancer; PCa — prostate cancer; circRNA — circular RNA; CAF - cancer-asso-
ciated fibroblast; CDE — CAF-derived exosome; EE — early endosome; ESCRT — endosomal sorting complex
required for transport; IDL — intermediate-density lipoprotein; ILV — intraluminal vesicle; MVB — multive-

sicular body; piRNA — PIWI-interacting RNA; PSA — prostate-specific antigen.

INTRODUCTION
Extracellular vesicles (EVs) are spherical lipid bilayer
particles that are secreted by all types of cells. EVs are
usually classified into exosomes and microvesicles (or
ectosomes), based on their origin. However, the diver-
sity of EVs extends beyond this classification. Recent
studies have identified many other EV subtypes, such
as small ectosomes, apoptotic bodies, migrasomes, large
oncosomes, and exophers [1]. In addition, cells can re-
lease nonvesicular extracellular nanoparticles, such as
supermeres, exomeres, and supramolecular attack par-
ticles [2]. To create a unified, standardized classifica-
tion, the International Society for Extracellular Vesicles
(ISEV) has regularly published and updated its MISEV
guidelines. These guidelines are an important resource
for researchers, because they ensure consistency and
accuracy in the characterization of EVs.

Exosomes are the type of EVs that have most wide-
ly been studied. They range from 30 to 150 nm in di-
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ameter. Exosomes are formed during the release of
intraluminal vesicles (ILVs) upon fusion of multive-
sicular bodies (MVBs) with the plasma membrane, re-
sulting in the secretion of these particles into the ex-
tracellular space [3, 4]. While exosomes from normal
cells facilitate intercellular communication by trans-
porting various molecules (e.g., proteins, DNA, RNA,
lipids), exosomes released by tumor cells are involved
in tumor progression, metastasis, angiogenesis, and, in
some cases, contribute to chemoresistance [5].

This review analyzes current knowledge about EVs
released by tumor cells, the role of EVs in cancer pro-
gression, and the potential of EVs as biomarkers.

ISOLATION AND CHARACTERIZATION

OF EXTRACELLULAR VESICLES

Efficient isolation of EVs is an important step in their
investigation, but it is often a non-trivial challenge.
There are many EV purification techniques, each with
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its advantages and limitations. However, there is no
versatile technique for vesicle isolation; the choice of
approach depends on the specific purpose of the re-
search. EVs isolation techniques may be classified as
follows: (i) high yield but low purity techniques (pol-
ymer precipitation, ultrafiltration); (ii) medium yield
and purity techniques (differential ultracentrifuga-
tion and size exclusion chromatography); (iii) low yield
but high purity techniques (gradient ultracentrifuga-
tion, affinity isolation, flow cytometry, and microfluid-
ic approaches) [6]. Often, a combination of these tech-
niques can increase EVs yield and purity [7]. In this
case, new techniques for EVs isolation from biological
fluids have been under development. One of these
approaches, ExoArc, uses a high-throughput inertial
microfluidic device that efficiently isolates cell-free
plasma for comprehensive RNA and EVs analysis.
In conjunction with size exclusion chromatography,
this technique affords EVs yields 10-fold higher than
those obtained with ultracentrifugation techniques [8].

Various methods are used to characterize EVs. One
of the most common approaches is direct visualization
of EVs using microscopy; in particular transmission
electron microscopy (TEM), scanning electron micros-
copy (SEM), cryo-electron microscopy (cryo-EM), and
atomic force microscopy (AFM). The use of TEM to
visualize EVs often results in images of cup-shaped
EVs due to sample dehydration, whereas AFM and
cryo-EM help preserve the original spherical mor-
phology of EVs, representing their structures more
accurately [4]. Another method for characterizing EVs
is dynamic light scattering (DLS), which is based on
the Brownian motion of dispersed particles. DLS mea-
sures the light scattering intensity fluctuations in-
duced by particle motion, which enables one to mea-
sure their size distribution. This method is useful for
studying the hydrodynamic diameter of EVs and pro-
viding information on their size and homogeneity in
solution. DLS is widely used for the analysis of EVs
in their natural environment [9]. Compared with DLS,
nanoparticle trajectory analysis (NTA) enables one
to track individual nanoparticles, a tool that is par-
ticularly efficient in particle size analysis in complex
samples. A significant advantage of NTA is the abil-
ity to use fluorescent labels, which allows one to dis-
tinguish particles based on their fluorescence signals.
Therefore, NTA allows for simultaneous analysis of
the sizes of different individual EVs labeled with dif-
ferent fluorescent markers [10]. Although DLS is eas-
ier to use and provides faster results, NTA ensures
higher accuracy, especially when working with het-
erogeneous samples. These methods provide insights
into the morphology and size of EVs, and investiga-
tion of surface molecules is equally important and

may help determine the origin of the EVs. Flow cy-
tometry can be used to analyze EV surface markers,
but the diameter of EVs is below the detection limit
of standard cytometers, and specialized kits are used
to overcome these limitations. The mode of action of
these kits is based on positive selection using antibod-
ies against EV markers (e.g. CD63, CD81), which are
adsorbed on the microparticle’s surface. EVs bound to
antibodies remain on microparticles and can be de-
tected by standard cytometers. These kits are able to
help more accurately characterize different EV sub-
types, based on surface marker expression levels, and
to evaluate their functional properties.

BIOGENESIS AND MOLECULAR COMPOSITION

OF EXTRACELLULAR VESICLES

The biogenesis of two main EVs types — exosomes
and ectosomes — encompasses various cellular pro-
cesses (Fig. 1). Exosome biogenesis begins with the
formation of early endosomes via invagination of the
plasma membrane. These early endosomes can either
transport incoming (macro)molecules and supramolec-
ular complexes into intraluminal vesicles (ILVs), which
are precursors of exosomes, or transport them back to
the plasma membrane. As early endosomes mature,
they transform into multivesicular bodies (MVBs) that
interact with other organelles, such as the Golgi ap-
paratus, endoplasmic reticulum, mitochondria, and
phagosomes. Multivesicular bodies can fuse with the
plasma membrane, leading to the secretion of exo-
somes, or fuse with lysosomes and undergo degrada-
tion [11].

There are different pathways of intraluminal ves-
icles formation within multivesicular bodies. These
pathways are divided into ESCRT-dependent and
ESCRT-independent ones. Four ESCRT complex-
es (ESCRT-0, ESCRT-I, ESCRT-II, and ESCRT-III)
can interact with the enzymes on the endosomal
membrane during exosome biogenesis. The classical
ESCRT-dependent pathway involves the recognition
of ubiquitinated proteins in the endosomal membrane
by ESCRT subcomplexes and VPS4-mediated for-
mation of intraluminal vesicles. An alternative path-
way is the syndecan—syntenin—ALIX pathway, where
vesicle budding and cargo sorting can occur indepen-
dently of ESCRT, and VPS4 plays a key role in the
final detachment step. The ESCRT-independent path-
way uses ceramide, generated from sphingomyelin by
nSMase2, that forms lipid raft domains and initiates
the maturation of intraluminal vesicles within mul-
tivesicular bodies. Thus, the molecular composition
of released exosomes depends on the pathways they
pass through during their formation. However, there
are a number of common proteins typical of the most
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Fig. 1. Schematic of exosomes and microvesicles biogenesis. Exosomes form via the endocytic pathway that starts

with the invagination of the plasma membrane and formation of early endosomes (EEs). These endosomes mature into
multivesicular bodies (MVBs) containing intraluminal vesicles (ILVs). Following fusion of MVBs with the plasma mem-
brane, ILVs are released as exosomes (30—150 nm) into the extracellular space. Microvesicles are formed by direct
budding from the plasma membrane, resulting in larger vesicles (150—1,000 nm). IDL — intermediate-density lipoprotein;

ESCRT — endosomal sorting complex required for transport

studied exosomes. These include the proteins involved
in membrane transport and fusion (Rab GTPase fam-
ily and annexins), exosome biogenesis-associated
proteins (ESCRT complex proteins, ALIX, TSG101),
heat shock proteins (HSP70 and HSP90), tetraspa-
nins (CD63, CD81, and CD82), and cytoskeletal pro-
teins [12]. Besides proteins, characteristic lipids can be
found in exosomes. The lipid composition of exosomes
depends on the type of producer cells, their develop-
mental stage, and functions. For example, it has been
shown that the bis(monoacylglycero) phosphate (BMP)
phospholipid stimulates the formation of intraluminal
vesicles [13], and that cholesterol is involved in the
assembly of the ESCRT system [14]. Sphingomyelin,
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phospholipids, ganglioside GM3, and cholesterol are
the lipids most typical of the exosome membrane [15].
Some exosome membrane lipids may serve as useful
diagnostic tools; e.g., phosphatidylserine-exposing exo-
somes have their origin in malignant cells [16].
Ectosomes (microvesicles), unlike exosomes, bud
directly from the plasma membrane of the producer
cell (Fig. 1). The molecular mechanisms of ectosome
biogenesis are less well understood, but the process
is known to involve the ESCRT complex and small
GTPase proteins such as ARF1, ARF6, and RhoA.
These proteins play an important role in the regula-
tion of cytoskeletal dynamics and membrane remod-
eling [17]. Furthermore, the inward calcium current
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and bilayer remodeling play a key role in the forma-
tion of ectosomes, influencing their budding from
the plasma membrane [18]. Ectosomes carry a wide
spectrum of biomolecules, including proteins, lipids,
and RNAs, which they transfer to recipient cells,
thereby participating in intercellular communica-
tion [19]. These EVs rarely possess specific markers,
but their association with CD40, selectins, tetraspan-
ins, and integrins has been revealed [20]. In addition,
their membranes can incorporate producer cell pro-
teins and lipids [20].

CONTRIBUTION OF EXTRACELLULAR

VESICLES TO CANCER PROGRESSION

EVs are secreted by all types of cells and involved
in many pathological processes in the human body,
including tumor progression. The tumor microenvi-
ronment consists of immune and stromal cells, blood
vessels, and the extracellular matrix and plays an ac-
tive role in tumor progression [21]. The interaction be-
tween the tumor microenvironment and cancer cells
is partially mediated by EVs [22]. EVs and their con-
tents are able to stimulate tumor growth and progres-
sion, cause inflammation, and facilitate tumor escape
of immune surveillance [23].

One of the main sources of pathogenic cancer cell-
derived EVs are cancer-associated fibroblasts (CAFs),
which are important components of the tumor mi-
croenvironment in solid tumors. These fibroblasts se-
crete the cytokines and growth factors that play a key
role in tumor growth, angiogenesis, inflammation, and
metastasis [24]. CAF-derived exosomes (CDEs) are
enriched in bioactive molecules, including numerous
signaling factors, nucleic acids, functional proteins,
and small metabolites, and they likewise play a sig-
nificant role in tumor microenvironment modulation
via the stimulation of tumor growth, metastasis, and
resistance to therapy [25]. CDEs have been shown to
inhibit mitochondrial oxidative phosphorylation, alter
carbon metabolism, and promote tumor growth [26].
These EVs contain metabolites, in particular amino
acids, lipids, and citric acid cycle intermediates, that
can be utilized by tumor cells [26]. In addition, these
EVs enhance the migratory and invasive capabilities
of cancer cell lines, such as SKOV-3 and CAOV-3, and
they stimulate epithelial-mesenchymal transition,
which is largely a product of elevated TGFp1 levels
[27]. In an animal model of breast cancer (BC), CDEs
were shown to enhance tumor cell motility and inva-
sive activity [28]. These exosomes were taken up by
tumor cells, providing them with Wntll, a signaling
protein associated with tumor progression. In the case
of pancreatic cancer, EVs secreted by tumor-associat-
ed fibroblasts increased the chemoresistance-inducing

factor (Snail) in recipient epithelial cells and promoted
their proliferation and capacity for drug resistance.
Inhibition of CDE release reduced the survival of co-
cultured epithelial cells, signifying the important role
of CDEs in maintaining drug resistance [29].

The pathogenic role of tumor-associated fibroblasts
and their EVs is well-documented; however, the mo-
lecular mechanisms underlying the reprogramming
of normal fibroblasts into tumor-associated ones are
poorly understood. One potential mechanism involves
the EV-mediated transport of pathogenic microRNAs
(miRNAs). A new potential pathway of intercellular
communication has been identified in melanoma cells
inducing fibroblast transformation via EV-transported
miRNAs [30]. It has been shown that melanoma cell-
secreted EVs deliver miR-92b-3p into normal fibro-
blasts, and that the accumulation of this miRNA in
the cells correlates with their transformation into tu-
mor-associated fibroblasts [29].

Ascites, which is the accumulation of fluid in the
peritoneal cavity, often develops in various patholog-
ical conditions, including cancers, and it is another
component of the tumor microenvironment, as well as
an important source of EVs [31]. In high-grade serous
ovarian cancer, ascites fluid was shown to contain EVs
originating predominantly from macrophages and fi-
broblasts rather than tumor cells [32]. A proteomic
analysis revealed that ascites-specific EV markers
were able to predict patient survival more accurately
than traditional cellular markers. EVs derived from
ascites (EXOAsites) from gastric cancer patients were
also shown to stimulate invasiveness and angiogen-
esis in a three-dimensional autologous tumor spheroid
microfluidic system. EXO?sts delivered the MET on-
cogene into tumor cells, stimulating oncogenic signals.
Modified MET-depleted EVs reduced tumor progres-
sion, a sign of potential for targeted therapy [33].

EVs play a significant role in the stimulation of tu-
mor angiogenesis. For example, a known angiogen-
esis inducer, E-cadherin, is secreted in the form of
exosomes [34]. In addition, miR-21, which is present
in cancer-associated fibroblast EVs, is delivered into
endothelial cells in multiple myeloma, where it regu-
lates angiogenesis [35]. EVs also promote the forma-
tion of a pre-metastatic niche, a microenvironment
meant for the colonization of circulating tumor cells
in specific organs. EVs isolated from pancreatic duc-
tal adenocarcinoma were identified as carriers of the
migration inhibitory factor (MIF), a key component in
the formation of the pre-metastatic niche in the liver.
Blocking MIF in these EVs effectively prevented both
pre-metastatic niche formation and subsequent liver
metastases. These EVs activated hepatic stellate cells
and stimulated extracellular matrix remodeling. This
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Fig. 2. Application of EVs in liquid biopsy for cancer diagnosis. Key elements analyzed by liquid biopsy include circu-
lating cell-free DNA (cfDNA), extracellular vesicles (EVs), mRNAs, circulating tumor cells (CTCs), and tumor-derived

metabolites

process resulted in the accumulation of fibronectin
that recruits macrophages, thereby creating a micro-
environment supporting liver metastasis [36].

Another input from EVs in tumor progression is
their ability to modulate the immune response. EVs
isolated from the cells of chronic lymphocytic leu-
kemia patients induced an immunosuppressive phe-
notype in monocytes. These EVs stimulated the re-
lease of CCL2, CCL4, and interleukin-6 and induced
PD-L1 expression via delivery of the non-coding RNA
hY4 [37]. PD-L1 was also detected on the surface of
glioblastoma-derived exosomes that fostered PD-L1-
dependent inhibition of T-cell activation [38]. Tumor
EVs were shown to transfer fatty acids to dendritic
cells, which led to lipid accumulation and increased
fatty acid oxidation, causing dendritic cell immune
dysfunction [39].

EXTRACELLULAR VESICLES AS A TOOL FOR

CANCER DIAGNOSIS. LIQUID BIOPSY

EVs can be isolated from all types of human biologi-
cal fluids, in particular blood, tears, urine, saliva, cer-
ebrospinal fluid (CSF), etc. This versatility makes EVs
a promising tool for cancer diagnosis, especially in
terms of liquid biopsy. Liquid biopsy is an innovative
technique used to analyze circulating tumor cells, ex-
tracellular nucleic acids, and EVs (Fig. 2). This min-
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imally invasive method enables real-time monitor-
ing of tumor progression [40]. The advantages of EVs
analysis using liquid biopsy are as follows: (1) higher
EVs concentrations in biological fluids than in circu-
lating tumor cells; (2) EVs, compared with circulating
DNA, provide a better insight into producer cells; and
(3) the high biological stability of EVs in the aggres-
sive tumor environment [41]. EVs isolated from tu-
mor cells carry a wide range of cytosolic and surface
proteins, DNAs, RNAs, as well as various lipids and
glycans; so, they can potentially be used in screening
for early cancer stages, monitoring cancers, and pre-
dicting the response to therapy. Below, we discuss the
application of EV analysis to the diagnosis of the most
common cancers using liquid biopsy.

Prostate cancer

Prostate cancer (PCa) is one of the cancers that has
been successfully diagnosed using liquid biopsy.
Although the introduction of prostate-specific antigen
(PSA) testing has significantly improved diagnostics,
there remains a need for biomarkers in order to more
accurately track disease progression [42]. In a study
using plasma from PCa patients, genomic profiling of
EV-associated DNA (EV-DNA) provided tumor char-
acteristics and was in correlation with disease pro-
gression, whereas the investigation of EV-associated
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RNA (EV-RNA) provided insight into the tumor re-
sponse at early stages of the therapy [43]. Specific
miRNAs present in EVs may also be considered as
potential biomarkers of PCa. In particular, miR-375,
miR-21, and miR-574 were identified in EVs isolat-
ed from the serum of PCa patients [44]. In addition,
miR-21 and miR-375 were also detected in urinary
EVs, indicating that these markers may be used for
noninvasive diagnostics [45]. Another EV-associated
miRNA, miR-141, was also detected in both the se-
rum and urine of PCa patients, suggesting its poten-
tial as a marker for monitoring PCa [46, 47]. It should
be noted that PSA was also found in EVs isolated
from PCa patients, suggesting that EVs may be used
as a source of clinically relevant information [48]. The
presence of these specific miRNAs and protein mark-
ers in EVs emphasizes their potential role as biomark-
ers for early detection, progression monitoring, and
treatment response assessment in PCa.

Colorectal cancer

Colorectal cancer (CRC) is the third most common
malignancy worldwide [49]. Traditional diagnostic
methods for CRC are invasive and often painful. The
development of new, noninvasive diagnostic tools may
reduce mortality rates through earlier diagnosis [50].
Most of the EV-associated biomarkers for CRC are
RNAs (in particular, miRNAs). A meta-analysis of 159
publications revealed three miRNAs common to all
stages of the disease: miR-146a-5p, miR-22-3p, and
miR-23b-3p [51]. In addition, seven miRNAs specif-
ic to certain CRC stages were identified: stage I —
miR-301a-3p and miR-548i; stage IIIA — miR-23a-3p;
and stage IV — miR-194-3p, miR-33a-3p, miR-485-
3p, and miR-194-5p [51]. However, the levels of these
markers in biological fluids vary significantly, which
emphasizes the need for their further validation.
Several types of EV-miRNAs have been identified in
serum, including let-7a-5p, let-7c-5p, let-7f-5p, let-7d-
3p, miR-423-5p, miR-584-5p, miR-30a-5p, miR-99-5p,
miR-150-5p, miR-26-5p, and miR-204-5p [52]. A bio-
informatics analysis revealed that the let-7 miRNA
family targets the key genes in the TGF-f3 signaling
pathway, in particular TGFBRI and SMAD2, which
play significant roles in tumorigenesis. In addition,
five more EV-miRNAs (hsa-miR-126, hsa-miR-139,
hsa-miR-141, hsa-miR-29¢c, and hsa-miR-423) display-
ing high potential as CRC markers have been iden-
tified. The miRDIP database was used to establish
links between these miRNAs and their target mRNAs
involved in the regulation of key pathways, such as
the B-cell receptor signaling pathway and glycos-
phingolipid biosynthesis [53]. Long non-coding RNAs
(IncRNAs) can also contribute to CRC progression and

serve as prognostic markers of the disease [54, 55].
Not only EV-RNAs, but also some proteins present in
EVs can be potential markers of the disease. For ex-
ample, the prion protein PrPC, found in EVs in CRC,
is involved in the formation of conditions for metas-
tasis. This occurs due to increased endothelial perme-
ability and the enhanced secretion of angiogenic fac-
tors. A potential new therapeutic approach to control
CRC metastasis is chemotherapy combined with an-
ti-PrPC therapy [56].

Hepatocellular carcinoma

Hepatocellular carcinoma (HCC) is one of the most
common types of primary liver cancer. It’s prognosis,
despite advances in treatment, remains unfavorable in
most cases. Growing evidence suggests that EVs may
serve as specific diagnostic — and even prognostic —
biomarkers for HCC [57]. MiRNAs stand out among
the most studied exosomal biomarkers for HCC. Some
exosomal miRNAs can also be used to choose a treat-
ment strategy at late HCC stages [58]. For example,
a panel of miRNAs identified as potential biomark-
ers includes miRNAs overexpressed in HCC patients:
miR-224, miR-21, miR-210-3p, miR-93, miR-92b,
miR-155, and miR-665 [59]. In contrast, the expression
level of miRNAs, such as miR-718, miR-744, miR-
9-3p, and miR-125b, is decreased in HCC patients.
Combining several miRNAs into diagnostic panels
may improve diagnostic accuracy. A combination of
miR-26a, miR-29¢, and miR-199a was shown to ef-
fectively discriminate between HCC patients and
healthy subjects (AUC = 0.994), as well as between
HCC patients and cirrhosis patients (AUC = 0.965)
[60]. RNAs carried by EVs, such as circular RNAs
(circRNAs), also demonstrate prognostic potential in
HCC. For example, the hsa_circ_0029325 level in EVs
may be used to predict disease outcome [61]. Another
type of EV-derived RNAs that may be used to diag-
nose HCC is PIWI-interacting RNAs (piRNAs), which
are involved in cancer progression. Expression of se-
rum EV-derived piRNAs is elevated in HCC patients,
and some of them (e.g., piR-15254, piR-1029, nov-
el-piR-35395, novel-piR-32132, and novel-piR-43597)
are potentially usable in HCC diagnosis even in pa-
tients with a low tumor burden [62].

EV proteins may also serve as valuable prognos-
tic biomarkers in HCC. For example, decreased CD31
levels in EVs from HCC patients were shown to cor-
relate with HCC recurrence 12 months after surgery
[63]. Proteomic profiling yielded a panel of differen-
tially expressed proteins — VWEF, LGALS3BP, TGFB1,
SERPINCI1, HPX, HP, HBA1, FGA, FGG, and FGB -
that may form the basis for an HCC diagnostic panel
[64]. MiRNAs, circRNAs, piRNAs, and EV proteins
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are promising noninvasive biomarkers for improving
HCC diagnosis, prognosis, and treatment monitoring,
and this opens up new opportunities for personalized
patient care.

Pancreatic cancer

Pancreatic cancer (PC) is the third leading cause of
cancer-related deaths [65]. The most common pan-
creatic cancer is pancreatic ductal adenocarcinoma,
which accounts for more than 90% of all PC cases. PC
is associated with high mortality; only 10% of patients
survive 5 years [66]. Early diagnosis is crucial to im-
prove the prognosis in this disease. Recent advances
in machine learning have facilitated the identification
of novel potential EV-based biomarkers that may aid
in the early diagnosis of PC. Machine learning analy-
sis of EV proteins proposed a panel of seven potential
PC biomarkers (mucin-1, sialylated Lewis x antigen,
ferritin, fibroblast growth factor 2, human epidermal
growth factor 3, leptin, and prolactin, AUC = 0.971)
[67]. Another promising PC biomarker, whose concen-
tration is increased in EVs, is glypican-1. Detection
of glypican-1 in EVs demonstrated 100% sensitivity
and specificity in the diagnosis of all stages of PC,
efficiently distinguishing pancreatic cancer patients
from healthy subjects or chronic pancreatitis patients
(AUC = 1.0) [68]. In addition, miR-21 found in the EVs
of PC patients may also be used as a biomarker and
prognostic factor of overall survival. Elevated miR-21
levels, in combination with miR-4525 and miR-451a,
were shown to exhibit a high potential as biomarkers
for the identification of patients with a high recur-
rence risk and poor prognosis [69]. Elevated miR-191
levels were also detected in a subset of PC patients
compared to the controls [70]. Some EV glycans and
lipids also appear to have potential as diagnostic tools
for PC, emphasizing the significance of diverse EV
molecules in the liquid biopsy of this cancer type [71].

Lung cancer

Lung cancer (LC), which affects millions annually,
remains one of the most frequently diagnosed can-
cers and the leading cause of cancer-related mortality
[72]. Recent advances in multiplexed EV profiling and
machine learning have opened up new opportunities
for the study of EVs released by lung cancer cells
[73]. For example, a system for detecting EV mem-
brane proteins has been developed based on Forster
resonance energy transfer. This system was used to
identify potential diagnostic markers for early-stage
LC (CEA, PD-L1, EpCAM, and CA125) [74]. Another
method based on a dielectrophoretic chip revealed el-
evated miR-21, miR-191, and miR-192 levels in EVs
isolated from the blood plasma of lung cancer patients
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[75]. Additional EV miRNA panels demonstrated their
efficiency in the diagnosis of various LC subtypes at
early stages. For example, miR-483-3p was proposed
as a biomarker for early small cell lung cancer, and
miR-152-3p and miR-1277-5p were proposed for ear-
ly non-small cell lung cancer [76]. In addition, EVs
glycan profiling may also be used in the diagnosis of
lung cancer. An EV-GLYPH assay, which is based on
microfluidic approaches, was used to identify unique
glycan signatures of EVs from non-transformed and
malignantly transformed lung cells. In a clinical study,
that assay successfully differentiated patients with
early-stage lung cancer from those with benign nod-
ules [77].

Breast cancer
Breast cancer (BC) is the most common cancer in
women. In high-income countries, breast cancer is
estimated to be diagnosed in every eighth woman by
age 85 years [78]. Molecular profiling of the EVs in
BC is a powerful toll for early noninvasive diagnosis,
prognosis, and disease monitoring [79]. Proteomic pro-
filing of EVs isolated from BC cell lines was shown to
differentiate between different BC subtypes more ef-
fectively than profiling of the tumor cells themselves
[80]. It was also noted that the protein composition of
EVs secreted by BC cells largely reflects their molec-
ular subtype (e.g., HER2-positive or triple-negative
BC) [80]. In another study, the analysis of EVs from
the plasma of BC donors identified 10 candidate bi-
omarkers, whose levels were higher in BC patients
than in healthy subjects (CD3, CD56, CD2, CD25, CD9,
CD44, CD326, CD133/1, CD142, and CD14). The lipid
profile of EVs, in particular sphingolipids and phos-
pholipids, was shown to significantly differ from that
of the tumor cells secreting EVs, which were more
enriched in triglycerides and fatty acids. EVs isolat-
ed from the plasma of BC patients are characterized
as sources of lipid biomarkers for the early detection
of BC and its subtypes (ER/PR+, HER2+, and tri-
ple-negative BC) [81]. In addition, miRNAs obtained
from EVs may also be used for BC diagnosis [82].
The main markers mentioned in this review are
listed in Table 1.

INNOVATIVE METHODS FOR IMPROVING
EXTRACELLULAR VESICLES DETECTION

An efficient search for EV-based biomarkers requires
one to increase the sensitivity of the means used to
detect those markers compared with that offered by
existing classical methods such as mass spectrom-
etry and Western blotting. The use of artificial in-
telligence and machine learning methods may sig-
nificantly improve the detection limit of EV-based
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Table 1. EV-associated markers for cancer diagnosis

miR-1411 PCa [46, 47]

let-7a-5p 1
let-Tc-5p 1
let-7f-5p 1
RNA let-7d-3p 1
miR-423-5p *t
miR-584-5p 1 CRC [52]
miR-30a-5p 1
miR-99-5p 1
miR-150-5p *
miR-26-5p 1
miR-204-5p 1

miR-2241
miR-211
miR-210-3p 1
miR-93 1
miR-92b 1t
miR-155 *t
miR-665 1

miR-26a 1
miR-29¢ 1
miR-199a *t
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Biomarker type Name fEETiEEe] Reference
cancer

piR-15254 1
piR-1029 *
novel-piR-35395 1 HCC [62]
novel-piR-32132 1
novel-piR-43597 1

miR-4525 1

miR-451a 1 PC [69]

miR-191 1

miR-192 LC [75]

miR-483-3p 1
miR-152-3p 1 LC [76]
miR-1277-5p 1

miR-375 1 PCa [44, 45]

miR-574 1 PCa [44]

Cellular prion protein CRC [56]

CD31 HCC [63]

Von Willebrand factor
Galectin-3-binding protein
Transforming growth factor beta 1
Antithrombin IIT

Hemopexin
Haptoglobin HCC [64]
Hemoglobin subunit alpha 1
Fibrinogen alpha chain
Fibrinogen gamma chain
Fibrinogen beta chain

Proteins Mucin-1
Sialylated Lewis x antigen
Ferritin
Fibroblast growth factor 2 PC [67]
Epidermal growth factor 3
Leptin
Prolactin

Glypican-1 PC [68]

CEA
PD-L1
EpCAM
CA125

LC [74]

PSA PCa [48]

Ceramides
Sphingomyelins
Hexosylceramides
Lysophosphatidylcholines BC [81]
Lysophosphatidylethanolamines
Phosphatidylcholines
Plasmalogens — phosphatidylethanolamines with an ether bond

Lipids/
phospholipids

Note. EV — extracellular vesicle; CRC — colorectal cancer; PC — pancreatic cancer; LC — lung cancer; BC — breast can-
cer; HCC — hepatocellular carcinoma; PCa — prostate cancer; CA125 — cancer antigen 125; CEA — carcinoembryonic
antigen; EpCAM — epithelial cell adhesion molecule; PD-L1 — programmed cell death receptor 1 ligand; PSA — prostate-
specific antigen.

The up (1) and down (1) arrows indicate an increase or a decrease, respectively, in the RNA content in extracellular
vesicles in samples from cancer patients compared with those from healthy donors.

36| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025



REVIEWS

biomarkers by liquid biopsy. One of the approaches
that improves EV detection is fluorescence polariza-
tion using aptamers for the detection of extracellular
nanovesicles (FluoPADE) [83]. This method is based
on the use of DNA aptamers and fluorescence polari-
zation to detect EVs in human plasma and the culture
medium. The specificity of the assay is achieved by
fixation of the EVs with antibodies and subsequent
detection using a DNA aptamer that targets a specif-
ic EV biomarker. This method can be used for early
cancer detection, detection of micrometastases, and
the monitoring of minimal residual disease. Another
approach involves DNA-based barcoding of EVs to
explore the protein composition of their surface [84].
One of the advantages of this technology is the ability
it affords to investigate the composition of individual
exosomes. Also, a method based on nanostructured 3D
sensors was developed for the molecular and func-
tional profiling of EVs from cancer stem cells. These
highly sensitive sensors were able to detect up to 10
individual EVs in 10 pL, and when combined with
artificial intelligence algorithms, allowed one to sep-
arate cancer samples from normal ones with 100%
sensitivity and 100% specificity [85]. Another meth-
od, DNA cascade reaction-triggered individual EV
nanoencapsulation (DCR-IEVN), enables the encap-
sulation of EV subpopulations directly from clinical
serum samples. This approach, when integrated with
machine learning algorithms, proved highly accurate
in diagnostics for HCC [86]. Hoshino et al. performed
large-scale proteomic analyses of EVs from various
tissues, cells, and biological fluids [87]. They showed
that classic EV markers such as CD63, TSG101, flotill-
ins, and ALIX were underrepresented in human plas-
ma EVs. Instead, alternative markers for EV isolation
such as MSN, FLNA, STOM, and RAP1B were pro-
posed by the group. Then, machine learning methods
were used to identify a panel of EVs proteins specif-
ic to certain tumor types. The technique that can be
used to classify cancers of unknown primary origin.
Proteins and the specific RNAs in individual EVs can
be detected using a SPIRFISH technique that com-
bines interferometric reflectance sensor technology
with fluorescence in situ hybridization, which ensures
high detection sensitivity and specificity [88].

Modern EVs research actively uses artificial intel-
ligence. For example, deep learning algorithms were
used in miRNA profiling at the individual EV level

[89]. This method combines total internal reflection
fluorescence (TIRF) imaging, which simultaneously
detects several miRNAs in individual EVs, with an al-
gorithm for automated image analysis. Another deep
learning algorithm uses nanoplasmonic spectra to an-
alyze mutated exosomal proteins. The technique may
be promising in the efforts to monitor the efficiency
of cancer therapy [90].

The limited availability of some biological fluids has
prompted researchers to develop innovative methods
for EVs isolation. It has been proposed to use cellu-
lose nanosheets that can efficiently capture EVs from
a small volume of liquid for subsequent sequencing
of small RNAs [91]. Liquid biopsy of EVs offers many
advantages compared with classical diagnostic meth-
ods. First, it is a noninvasive method that can mini-
mize the need for procedures such as puncture or tis-
sue biopsy, providing patients with more options and
helping monitor disease progression and therapy ef-
fectiveness. Another of the advantages of this method
is the ability it affords one to analyze all biological
fluids, which allows for a comprehensive characteriza-
tion of various tumors.

CONCLUSION

EVs are critically involved in tumor progression. The
ability to transport biologically active molecules and
alter the tumor’s microenvironment makes EVs potent
mediators of tumor progression, metastasis, and im-
mune evasion. Furthermore, EVs are promising tools
in the early diagnosis and monitoring of cancers us-
ing liquid biopsy techniques. Recent advances in EV
isolation and characterization have significantly im-
proved accuracy and efficiency in their investigation,
in particular in the field of oncology. The develop-
ment of innovative methods such as high-through-
put microfluidic platforms and machine learning algo-
rithms has increased capabilities in EV detection and
analysis and helped to more thoroughly characterize
their molecular composition and functional proper-
ties. Therefore, investigation of the abnormalities in
the molecular composition of EVs in cancers opens up
enormous potential for future personalized medicine
and tumor diagnosis. ®

This study was funded by Russian Science
Foundation Grant No. 22-14-00219.

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE | 37



REVIEWS

REFERENCES

1. Buzas E.I. // Nat. Rev. Immunol. 2023. V. 23. Ne 4. P. 236—
250. doi: 10.1038/s41577-022-00763-8.

2. Jeppesen D.K., Zhang Q., Franklin J.L., Coffey R.J.

// Trends Cell Biol. 2023. V. 33. Ne 8. P. 667—681. doi:
10.1016/j.tcb.2023.01.002.

3. Doyle L.M., Wang M.Z. // Cells. 2019. V. 8. Ne 7. P. 727.
doi: 10.3390/cells8070727.

4. Chuo ST.-Y., Chien J.C.-Y.,, Lai C.P-K. // J. Biomed. Sci.
2018. V. 25. Ne 1. P. 91. doi: 10.1186/s12929-018-0494-5.

5. Dai J,, Su Y., Zhong S., Cong L., Liu B,, Yang J., Tao Y.,
He Z., Chen C., Jiang Y. // Signal Transduct. Target. Ther.
2020. V. 5. Ne 1. P. 145. doi: 10.1038/s41392-020-00261-0.

6. Clos-Sansalvador M., Mongui6-Tortajada M., Roura S.,
Franquesa M., Borras F.E. / Eur. J. Cell Biol. 2022. V. 101.
Noe 3. P. 151227. doi: 10.1016/j.ejcb.2022.151227.

7. Ovchinnikova L.A., Tanygina D.Y., Dzhelad S.S., Ev-
tushenko E.G., Bagrov D.V,, Gabibov A.G., Lomakin Y.A.
// Heliyon. 2024. V. 10. Ne 24. P. e40940. doi: 10.1016/j.
heliyon.2024.e40940.

8. Leong SY., Lok WW.,, Goh K.Y, Ong H.B., Tay HM,, Su
C., Kong F., Upadya M., Wang W., Radnaa E., et al. // ACS
Nano. 2024. V. 18. Ne 8. P. 6623—6637. doi: 10.1021/acsnano
.3¢12862.

9. Lyu T.S,, Ahn Y, Im Y.-J, Kim S.-S., Lee K.-H., Kim J,,
Choi Y., Lee D, Kang E., Jin G,, et al. // PLoS One. 2021.
V. 16. Ne 1. P. €0231994. doi: 10.1371/journal.pone.0231994.

10. Wu S,, Zhao Y., Zhang Z., Zuo C., Wu H,, Liu Y. //
Photonics. 2024. V. 11. Ne 2. P. 101. doi: 10.3390/photon-
ics11020101.

11. Han Q.-F., Li W.-J,, Hu K.-S,, Gao J., Zhai W.-L., Yang
J-H., Zhang S.-J. // Mol. Cancer. 2022. V. 21. Ne 1. P. 207.
doi: 10.1186/s12943-022-01671-0.

12. Lee Y.J,, Shin K.J,, Chae Y.C. // Exp. Mol. Med. 2024.

V. 56. Ne 4. P. 877-889. doi: 10.1038/s12276-024-01209-y.

13. Rabia M., Leuzy V., Soulage C., Durand A., Fourmaux
B., Errazuriz-Cerda E., Koffel R., Draeger A., Colosetti P,
Jalabert A., et al. // Biochimie. 2020. V. 178. P. 26—38. doi:
10.1016/j.biochi.2020.07.005.

14. Ghadami S., Dellinger K. // Front. Mol. Biosci. 2023.

V. 10. P. 1198044. doi: 10.3389/fmolb.2023.1198044.

15. Donoso-Quezada J., Ayala-Mar S., Gonzalez-Valdez J. //
Traffic. 2021. V. 22. Ne 7. P. 204-220. doi: 10.1111/tra.12803.

16. Lea J., Sharma R., Yang F., Zhu H., Ward E.S., Schroit
A.J. // Oncotarget. 2017. V. 8. Ne 9. P. 14395-14407. doi:
10.18632/oncotarget.14795.

17. Teng F., Fussenegger M. // Adv. Sci. (Weinh). 2020. V. 8.
Ne 1. P. 2003505. doi: 10.1002/advs.202003505.

18. Sun M., Xue X, Li L, Xu D, Li S., Li S.C,, Su Q. /
Quant. Imaging Med. Surg. 2021. V. 11. No 11. P. 4604—
4616. doi: 10.21037/qims-20-1015.

19. Surman M., Stepien E., Hoja-Lukowicz D., Przybyto M.
// Clin. Exp. Metastasis. 2017. V. 34. Ne 3—4. P. 273-289.
doi: 10.1007/s10585-017-9844-z.

20. Ratajczak M.Z., Ratajczak J. // Leukemia. 2020. V. 34.
Ne 12. P. 3126-3135. doi: 10.1038/s41375-020-01041-z.

21. Anderson N.M., Simon M.C. // Curr. Biol. 2020. V. 30.
Ne 16. P. R921-R925. doi: 10.1016/j.cub.2020.06.081.

22. Guo Z., Wang G., Yun Z, Li Y., Huang B,, Jin Q., Chen
Y., Xu L., Lv W. // J. Cancer Res. Clin. Oncol. 2023. V. 149.
Noe 19. P. 17581-17595. doi: 10.1007/s00432-023-05450-2.

23. Paskeh M.D.A., Entezari M., Mirzaei S., Zabolian A.,
Saleki H., Naghdi M.J., Sabet S., Khoshbakht M.A,
Hashemi M., Hushmandi K., et al. // J. Hematol. Oncol.

38| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025

2022. V. 15. Ne 1. P. 83. doi: 10.1186/s13045-022-01305-4.

24. Zhou L., Yang K., Andl T., Wickett R.R., Zhang Y. // J.
Cancer. 2015. V. 6. Ne 8. P. 717-726. doi: 10.7150/jca.10865.

25. Peng Z., Tong Z., Ren Z., Ye M., Hu K. // Mol. Med.
2023. V. 29. Ne 1. P. 66. doi: 10.1186/s10020-023-00665-y.

26. Zhao H., Yang L., Baddour J.,, Achreja A., Bernard
V., Moss T., Marini J.C., Tudawe T., Seviour E.G., San
Lucas F.A,, et al. // eLife. 2016. V. 5. P. €10250. doi: 10.7554/
eLife.10250.

27. Li W,, Zhang X., Wang J.,, Li M., Cao C,, Tan J.,, Ma D.,
Gao Q. // Oncotarget. 2017. V. 8. Ne 56. P. 96035—96047. doi:
10.18632/oncotarget.21635.

28. Luga V., Zhang L., Viloria-Petit A.M., Ogunjimi A.A.,
Inanlou M.R., Chiu E., Buchanan M., Hosein A.N., Basik
M., Wrana J.L. // Cell. 2012. V. 151. Ne 7. P. 1542—-1556. doi:
10.1016/j.cell.2012.11.024.

29. Richards K.E., Zeleniak A.E., Fishel M.L., Wu J.,
Littlepage L.E., Hill R. // Oncogene. 2017. V. 36. Ne 13.

P. 1770-1778. doi: 10.1038/0nc.2016.353.

30. Kewitz-Hempel S., Windisch N., Hause G., Miiller L.,
Sunderkotter C., Gerloff D. // J. Extracell. Vesicles. 2024.
V. 13. Ne 9. P. 12509. doi: 10.1002/jev2.12509.

31. Geng Z., Pan X., Xu J, Jia X. // J. Cell Commun. Signal.
2023. V. 17. Ne 3. P. 391-407. doi: 10.1007/s12079-022-00698-
8.

32. Vyhlidalova Kotrbova A., Gémoryova K., Mikulova A.,
Plesingerova H., Sladecek S., Kravec M., Hrachovinova
S., Potésil D., Dunsmore G., Blériot C., et al. // J. Extra-
cell. Vesicles. 2024. V. 13. Ne 3. P. e12420. doi: 10.1002/
jev2.12420.

33. Hyung S., Ko J,, Heo Y.J,, Blum S.M.,, Kim ST., Park
S.H., Park J.O., Kang WK., Lim HY. Klempner S.J,, et
al. // Sci. Adv. 2023. V. 9. Ne 47. P. eadk1098. doi: 10.1126/
sciadv.adk1098.

34. Tang M.K.S,, Yue PYK, Ip P.P, Huang R.-L.,, Lai H.-C,,
Cheung ANY, Tse KY, Ngan HY.S., Wong A.S.T. // Nat.
Commun. 2018. V. 9. Ne 1. P. 2270. doi: 10.1038/s41467-018-
04695-17.

35. Miaomiao S., Xiaogian W., Yuwei S., Chao C., Chenbo
Y., Yinghao L., Yichen H., Jiao S., Kuisheng C. // Sci. Rep.
2023. V. 13. Ne 1. P. 9671. doi: 10.1038/s41598-023-36092-6.

36. Costa-Silva B., Aiello N.M., Ocean A.J, Singh S., Zhang
H., Thakur B.K,, Becker A., Hoshino A., Mark M.T., Moli-
na H,, et al. // Nat. Cell Biol. 2015. V. 17. Ne 6. P. 816—826.
doi: 10.1038/ncb3169.

37. Haderk F., Schulz R., Iskar M., Cid L.L., Worst T., Will-
mund K.V, Schulz A., Warnken U, Seiler J., Benner A.,
et al. // Sci. Immunol. 2017. V. 2. Ne 13. P. eaah5509 doi:
10.1126/sciimmunol.aah5509.

38. Ricklefs F.L., Alayo Q., Krenzlin H., Mahmoud A.B,,
Speranza M.C., Nakashima H., Hayes J.L., Lee K., Ba-
laj L., Passaro C., et al. // Sci. Adv. 2018. V. 4. Ne 3. P.
eaar2766. doi: 10.1126/sciadv.aar2766.

39. Yin X., Zeng W.,, Wu B., Wang L., Wang Z., Tian H,,
Wang L., Jiang Y., Clay R., Wei X,, et al. // Cell Rep. 2020.
V. 33. Ne 3. P. 108278. doi: 10.1016/j.celrep.2020.108278.

40. Poulet G., Massias J., Taly V. // Acta Cytol. 2019. V. 63.
Noe 6. P. 449—455. doi: 10.1159/000499337.

41. Yu D, Li Y, Wang M., Gu J., Xu W,, Cai H,, Fang X,,
Zhang X. // Mol. Cancer. 2022. V. 21. Ne 1. P. 56. doi:
10.1186/s12943-022-01509-9.

42. Ramirez-Garrastacho M., Bajo-Santos C., Line A., Mar-
tens-Uzunova E.S., de la Fuente J.M., Moros M., Soek-
madji C., Tasken K.A., Llorente A. // Br. J. Cancer. 2022.



REVIEWS

V. 126. Ne 3. P. 331-350. doi: 10.1038/s41416-021-01610-8.

43. Casanova-Salas I., Aguilar D., Cordoba-Terreros S.,
Agundez L., Brandariz J., Herranz N., Mas A., Gonza-
lez M., Morales-Barrera R., Sierra A., et al. / Cancer
Cell. 2024. V. 42. Ne 7. P. 1301-1312.e7. doi: 10.1016/j.
ccell.2024.06.003.

44. Li M., Rai A.J.,, DeCastro G.J., Zeringer E., Barta T,
Magdaleno S., Setterquist R., Vlassov AV. // Methods.
2015. V. 87. P. 26—30. doi: 10.1016/j.ymeth.2015.03.009.

45. Foj L., Ferrer F.,, Serra M., Arévalo A., Gavagnach
M., Giménez N., Filella X. // Prostate. 2017. V. 77. Ne 6.

P. 573-583. doi: 10.1002/pros.23295.

46. Li W,, Dong Y., Wang K.J., Deng Z., Zhang W., Shen
H.F. // Neoplasma. 2020. V. 67. Ne 6. P. 1314-1318. doi:
10.4149/neo_2020 191130N1234.

47. Li Z., Ma Y.-Y., Wang J., Zeng X.-F,, Li R., Kang W,
Hao X.-K. // Onco Targets Ther. 2016. V. 9. P. 139-148. doi:
10.2147/OTT.S95565.

48. Logozzi M., Angelini D.F., Iessi E., Mizzoni D., Di Raimo
R., Federici C., Lugini L., Borsellino G., Gentilucci A,
Pierella F., et al. / Cancer Lett. 2017. V. 403. P. 318-329.
doi: 10.1016/j.canlet.2017.06.036.

49. Sung H., Ferlay J., Siegel R.L., Laversanne M., Soer-
jomataram I., Jemal A., Bray F. / CA Cancer J. Clin. 2021.
V. 71. Ne 3. P. 209-249. doi: 10.3322/caac.21660.

50. Brenne S.S., Madsen P.H., Pedersen 1.S., Hveem K.,
Skorpen F., Krarup H.B., Giskeadegard G.F., Laugsand
E.A. // Br. J. Cancer. 2023. V. 129. Ne 5. P. 861-868. doi:
10.1038/s41416-023-02337-4.

51. Long F., Tian L., Chai Z., Li J, Tang Y., Liu M. //
Front. Med. (Lausanne). 2022. V. 9. P. 881788. doi: 10.3389/
fmed.2022.881788.

52. Bakhsh T., Alhazmi S., Farsi A., Yusuf A.S., Alharthi
A, Qahl S.H., Alghamdi M.A., Alzahrani F.A., Elgaddar
O.H,, Tbrahim M.A, et al. / Sci. Rep. 2024. V. 14. No 1,

P. 8902. doi: 10.1038/s41598-024-58536-3.

53. Ma J,, Wang P, Huang L., Qiao J, Li J. // BMC Med.
Genomics. 2021. V. 14. Ne 1. P. 60. doi: 10.1186/s12920-021-
00905-2.

54. Hu D,, Zhan Y., Zhu K,, Bai M., Han J,, Si Y., Zhang
H., Kong D. // Cell. Physiol. Biochem. 2018. V. 51. No 6.

P. 2704-2715. doi: 10.1159/000495961.

55. Yu M,, Song X.-G., Zhao Y.-J., Dong X.-H., Niu L.-M,,
Zhang Z.-J., Shang X.-L., Tang Y.-Y., Song X.-R., Xie
L. // Front. Oncol. 2021. V. 11. P. 618967. doi: 10.3389/
fonc.2021.618967.

56. Yun C.-W., Lee J.-H., Go G., Jeon J., Yoon S., Lee S.-H.
// Cancers (Basel). 2021. V. 13. Ne 9. P. 2144. doi: 10.3390/
cancers13092144.

57. Sasaki R., Kanda T., Yokosuka O., Kato N., Matsuoka S.,
Moriyama M. // Int. J. Mol. Sci. 2019. V. 20. No 6. P. 1406.
doi: 10.3390/ijms20061406.

58. Liu M., Lai Z., Yuan X,, Jin Q.,, Shen H., Rao D., Huang
D. // Mol. Med. 2023. V. 29. Ne 1. P. 136. doi: 10.1186/s10020-
023-00731-5.

59. Sorop A., Constantinescu D., Cojocaru F., Dinischiotu
A., Cucu D., Dima S.O. // Int. J. Mol. Sci. 2021. V. 22. Ne 9.
P. 4997. doi: 10.3390/ijms22094997.

60. Yang J., Dong W., Zhang H., Zhao H., Zeng Z., Zhang
F, Li Q. Duan X.,, Hu Y., Xiao W. // Front. Cell Dev. Biol.
2022. V. 10. P. 927251. doi: 10.3389/fcell.2022.927251.

61. Yin K.-L., Sun T,, Duan Y.-X., Ye W.-T., Ming Li, Liao
R. // Discov. Oncol. 2024. V. 15. Ne 1. P. 212. doi: 10.1007/
s12672-024-01060-7.

62. Rui T., Wang K., Xiang A., Guo J, Tang N,, Jin X,, Lin

Y., Liu J., Zhang X. // Int. J. Nanomedicine. 2023. V. 18.
P. 1989-2001. doi: 10.2147/IJN.S398462.

63. Juratli M.A., Pollmann N.S., Oppermann E., Mohr A.,
Roy D., Schnitzbauer A., Michalik S., Vogl T., Stoecklein
N.H, Houben P, et al. // Sci. Rep. 2024. V. 14. Ne 1. P. 5322.
doi: 10.1038/s41598-024-55888-8.

64. Zhao L., Shi J., Chang L., Wang Y., Liu S, Li Y., Zhang
T, Zuo T.,, Fu B, Wang G, et al. / ACS Omega. 2021. V. 6.
Ne 1. P. 827-835. doi: 10.1021/acsomega.0c05408.

65. Ilic I., Ilic M. // World J. Gastroenterol. 2022. V. 28.

Ne 32. P. 4698-4715. doi: 10.3748/wjg.v28.132.4698.

66. Connor A.A. Gallinger S. // Nat. Rev. Cancer. 2022.
V. 22. Ne 3. P. 131-142. doi: 10.1038/s41568-021-00418-1.

67. Hinestrosa J.P., Sears R.C., Dhani H., Lewis J.M,,
Schroeder G., Balcer H.I,, Keith D., Sheppard B.C,,
Kurzrock R., Billings P.R. / Commun. Med. (London).
2023. V. 3. Ne 1. P. 146. doi: 10.1038/s43856-023-00351-4.

68. Melo S.A., Luecke L.B., Kahlert C., Fernandez A.F.,
Gammon S.T., Kaye J.,, LeBleu V.S., Mittendorf E.A.,
Weitz J., Rahbari N., et al. / Nature. 2015. V. 523. Ne 7559.
P. 177-182. doi: 10.1038/naturel4581.

69. Kawamura S., Ilinuma H., Wada K., Takahashi K., Min-
ezaki S., Kainuma M., Shibuya M., Miura F., Sano K. //

J. Hepatobiliary Pancreat. Sci. 2019. V. 26. Ne 2. P. 63—72.
doi: 10.1002/jhbp.601.

70. Goto T., Fujiya M., Konishi H., Sasajima J., Fujibayashi
S., Hayashi A., Utsumi T., Sato H., Iwama T., Ijiri M., et
al. / BMC Cancer. 2018. V. 18. Ne 1. P. 116. doi: 10.1186/
$12885-018-4006-5.

71. Zhang W., Campbell D.H., Walsh B.J., Packer N.H., Liu
D., Wang Y. // J. Nanobiotechnology. 2022. V. 20. Ne 1.

P. 446. doi: 10.1186/s12951-022-01641-0.

72. Thai A.A., Solomon B.J.,, Sequist L.V,, Gainor J.F., Heist
R.S. // Lancet. 2021. V. 398. Ne 10299. P. 535-554. doi:
10.1016/S0140-6736(21)00312-3.

73. Huang G., Zheng W., Zhou Y., Wan M., Hu T. // Acta
Pharm. Sin. B. 2024. V. 14. Ne 9. P. 3855-3875. doi:
10.1016/j.apsb.2024.06.010.

74. Xiao S,, Yao Y, Liao S,, Xu B, Li X,, Zhang Y., Zhang
L., Chen Q., Tang H., Song Q., et al. // Nano Lett. 2023.

V. 23. Ne 17. P. 8115—8125. doi: 10.1021/acs.nanolett.3¢02193.

75. Chen J,, Xu Y., Wang X,, Liu D, Yang F., Zhu X,, Lu
Y., Xing W. // Lab. Chip. 2019. V. 19. Ne 3. P. 432—443. doi:
10.1039/c81c01193a.

76. Jiang Y.-F., Wei S.-N., Geng N., Qin W.-W,, He X., Wang
X.-H., Qi Y.-P, Song S., Wang P. // Sci. Rep. 2022. V. 12.
No 1. P. 17201. doi: 10.1038/s41598-022-22194-0.

77. Zhou Q., Niu X., Zhang Z., O'Byrne K., Kulasinghe A.,
Fielding D., Moller A., Wuethrich A., Lobb R.J., Trau M.
// Adv. Sci. (Weinh). 2024. V. 11. Ne 33. P. e2401818. doi:
10.1002/advs.202401818.

78. Britt K.L., Cuzick J., Phillips K.-A. // Nat. Rev. Cancer.
2020. V. 20. No 8. P. 417—436. doi: 10.1038/s41568-020-
0266-x.

79. Bandu R., Oh JW,, Kim K.P. / Proteomics. 2024. V. 24.
Ne 11. P. e2300062. doi: 10.1002/pmic.202300062.

80. Rontogianni S., Synadaki E., Li B., Liefaard M.C., Lips
E.H., Wesseling J., Wu W,, Altelaar M. / Commun. Biol.
2019. V. 2. P. 325. doi: 10.1038/s42003-019-0570-8.

81. Dorado E., Doria M.L., Nagelkerke A., McKenzie J.S.,
Maneta-Stavrakaki S., Whittaker T.E., Nicholson J.K.,
Coombes R.C,, Stevens M.M., Takats Z. // J. Extracell.
Vesicles. 2024. V. 13. Ne 3. P. e12419. doi: 10.1002/jev2.12419.

82. Lee Y., Ni J,, Beretov J., Wasinger V.C., Graham P,

Li Y. // Mol. Cancer. 2023. V. 22. Ne 1. P. 33. doi: 10.1186/

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE | 39



REVIEWS

$12943-023-01741-x.

83. Pham CV, Chowdhury R., Patel S., Jaysawal S.K., Hou
Y., Xu H,, Jia L., Zhang Y.-M., Wang X., Duan W, et al.
// J. Extracell. Vesicles. 2024. V. 13. Ne 9. P. e12502. doi:
10.1002/jev2.12502.

84. Wu D., Yan J, Shen X., Sun Y., Thulin M., Cai Y., Wik
L., Shen Q., Oelrich J., Qian X,, et al. / Nat. Commun.
2019. V. 10. Ne 1. P. 3854. doi: 10.1038/s41467-019-11486-1.

85. Haldavnekar R., Venkatakrishnan K., Tan B. // ACS
Nano. 2022. V. 16. Ne 8. P. 12226-12243. doi: 10.1021/acsna-
no.2c02971.

86. Li X., Liu Y,, Fan Y,, Tian G., Shen B., Zhang S., Fu X,
He W, Tao X., Ding X., et al. / ACS Nano. 2024. V. 18.
Ne 17. P. 11389-11403. doi: 10.1021/acsnano.4c01310.

87. Hoshino A., Kim H.S,, Bojmar L., Gyan K.E,, Cioffi M.,
Hernandez J., Zambirinis C.P., Rodrigues G., Molina H.,

40| ACTA NATURAE| VOL. 17 Ne 2 (65) 2025

Heissel S, et al. // Cell. 2020. V. 182. Ne 4. P. 1044-1061.e18.
doi: 10.1016/j.cell.2020.07.009.

88. Troyer Z., Gololobova O., Koppula A., Liao Z., Horns
F., Elowitz M.B., Tosar J.P,, Batish M., Witwer K.W. //
ACS Nano. 2024. V. 18. Ne 39. P. 26568—-26584. doi: 10.1021/
acsnano.4c03679.

89. Zhang X.-W,, Qi G.-X,, Liu M.-X,, Yang Y.-F., Wang
J-H. Yu Y.-L., Chen S. // ACS Sens. 2024. V. 9. Ne 3.

P. 1555-1564. doi: 10.1021/acssensors.3c02789.

90. Kim S., Choi B.H., Shin H., Kwon K., Lee S.Y., Yoon
H.B., Kim H.K., Choi Y. / ACS Sens. 2023. V. 8. Nt 6.

P. 2391-2400. doi: 10.1021/acssensors.3c00681.

91. Yokoi A., Yoshida K., Koga H., Kitagawa M., Nagao Y.,
Iida M., Kawaguchi S., Zhang M., Nakayama J., Yamamo-
to Y, et al. / Nat. Commun. 2023. V. 14. Ne 1. P. 6915. doi:
10.1038/s41467-023-42593-9.



|dentification of Chalcone Synthase
Genes from Garlic (Allium sativum L.)
and Their Expression Levels in Response
to Stress Factors

O. K. Anisimova, A. V. Shchennikova, E. Z. Kochieva, M. A. Filyushin’

Skryabin Institute of Bioengineering, Federal Research Centre “Fundamentals of Biotechnology”
of the Russian Academy of Sciences, Moscow, 119071 Russia

"E-mail: michel7753@mail.ru

Received: February 19, 2025; in final form, March 13, 2025

DOI: 10.32607 /actanaturae.27639

Copyright © 2025 National Research University Higher School of Economics. This is an open access article distributed under the Creative Commons
Attribution License,which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1

ABSTRACT A plant’s defense response involves the accumulation of flavonoids, whose biosynthetic pathway
in garlic Allium sativum L. remains not characterized. In this work, we identified eight AsCHS1-8 genes of
chalcone synthases in the A. sativum genome which presumably catalyze the first stage of flavonoid synthe-
sis in garlic plants. These genes were found to be localized on 4 chromosomes: AsCHS2, 6—8 contain 1 to 2
introns, whereas AsCHS1, 3-5 are intronless. The analysis of the organ-specific gene expression profiles re-
vealed significant transcript levels for AsCHS3 and 8. Only AsCHS8 was shown to change its expression level
in response to abiotic stressors (salinity, drought, cold) and exogenous phytohormones (abscisic acid, methyl
jasmonate). These findings suggest that two out of the eight genes, AsCHS3 and 8, control flavonoid synthesis
during garlic development, with AsCHS8 being the most active chalcone synthase gene. The other six genes
(AsCHS1, 2, 4-7) may be involved in flavonoid biosynthesis in highly specialized cells/tissues/organs or the
developmental stages of the garlic plant. Our results on the identification and characterization of garlic chal-
cone synthase genes AsCHS1-8 may facilitate further analysis of the mechanisms that regulate stress adap-
tation in A. sativum and other Allium species.

KEYWORDS flavonoid biosynthesis, chalcone synthase, CHS, CHS gene family, stress response, garlic, Allium
sativum L.

ABBREVIATIONS CHS - chalcone synthase; ABA — abscisic acid; MeJA — methyl jasmonate; qPCR — real-time
PCR.

INTRODUCTION cone synthases (CHS, EC 2.3.1.74), which initiate fla-

A plant’s defense response is associated with the ac-
cumulation of flavonoids, a class of plant polyphenols
that includes more than 6,900 secondary metabolites
displaying a wide range of activities in plant devel-
opment [1, 2]. Flavonoids, owing to their antioxidant
capability [3, 4], play an important role in plants’ pro-
tection from biotic and abiotic stress factors [5, 6],
while also capable of antioxidant, immunomodulatory,
antibacterial, and other effects on the human body [7].

The flavonoid biosynthesis pathway is highly con-
served. To date, both of the structural (enzyme) genes
that control different stages of the biosynthesis and
the genes that coordinate the activity of structur-
al genes have been identified in many plant species
[8—12]. The key enzymes in the pathway are chal-

vonoid biosynthesis and are structurally conserved in
plants [7, 13—15]. In many plant species, CHS genes
have been shown to be represented in the genome by
a family of paralogous copies resulting from evolu-
tionary duplications and mutations of ancestral genes,
followed by the functional diversification of paralogs
[16—21]. The number of CHS family members varies
significantly among plant species [10, 22, 23].

One of the economically significant monocot spe-
cies, garlic Allium sativum L. (Amaryllidaceae fam-
ily, Asparagales order), is not only an important veg-
etable crop, but is also used in medicine owing to its
antioxidant properties [24]. Among other antioxidants,
garlic bulbs are rich in flavonoids; in particular, quer-
cetin [24].
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The uniqueness of the A. sativum species is rooted
in its intrinsic asexual reproduction; rare fertile speci-
mens, collected in Central Asia, quickly lose their fer-
tility upon artificial cultivation [25]. New garlic geno-
types appear through mutations in vegetative clones,
which lead to phenotypic changes [26]. The success in
selection is made easier by the high degree of vari-
ability of morphophysiological traits, which is char-
acteristic of A. sativum [25, 27]; in particular dur-
ing adaptation to various unfavorable conditions [25],
something that is believed to be associated with the
evolution of the flavonoid pathway [28].

Thus, the study of flavonoid biosynthesis pathway
genes in A. sativum, in particular chalcone synthase
(CHS) family genes, may contribute to our under-
standing of the regulation of this metabolic pathway,
as well as that of the evolution and ontogenetic fea-
tures of this species. In addition, this will open up
new opportunities to characterize world garlic col-
lections and select stress-resistant genotypes with an
improved dietary component for plant breeding. CHS
genes in garlic have not been studied to date. Among
other Allium species, only onion (A. cepa) has been
found to possess CHS-A and CHS-B homologs that are
associated with bulb color [29] and to activate CHS
gene expression in response to fungal infection [30].
The entire CHS family (six genes) has been identified
only in one of the species that are the most closely
related to the genus Allium, Asparagus officinalis (or-
der Asparagales) [18]. Also, in 2020, the A. sativum
genome was sequenced and assembled and the tran-
scriptome of certain organs of the garlic plant was
sequenced [31], which enables the identification and
characterization of gene families.

In this work, we identified and characterized the
family of CHS genes encoding garlic chalcone syn-
thases and analyzed the expression dynamics of these
genes in response to abiotic stressors (drought, salin-
ity, cold) and treatment with phytohormones.

EXPERIMENTAL

Identification and structural

characterization of garlic CHS genes

Genes were searched in the A. sativum cv. Ershuizao
genome and transcriptomes (PRIJNA606385,
Garlic.V2.fa; AlliumDB, https://allium.qau.edu.
cn/). Arabidopsis thaliana L. chalcone synthas-
es (AT1G02050, AT4G00040, AT4G34850, and
AT5G13930) were used as references.

Sequence alignment was performed with MEGA
7.0 (https://www.megasoftware.net/). The exon—in-
tron structures of the AsCHS genes were deter-
mined by comparing genomic and transcriptomic

42| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025

data (PRJNA606385, Garlic.V2.fa), and the cis-regu-
latory elements in the AsCHS gene promoters (2 kbp
upstream of the start codon) were identified us-
ing PlantCARE (http://bioinformatics.psb.ugent.be/
webtools/plantcare/html/). To characterize the AsCHS
proteins, the following data were analyzed: the con-
served domains and motifs (NCBI-CDD, http://www.
ncbi.nlm.nih.gov/Structure/cdd/wrpsb.cgi); Multiple
Expectation maximizations for Motif Elicitation
(MEME) 5.5.7, http://meme-suite.org/tools/meme; pub-
lished data [10]); the molecular weight (MW), iso-
electric point (pI), and the grand average of the hy-
drophobicity index (GRAVY) (ExPASy, https://web.
expasy.org/protparam/); AsCHS functions (PANNZER,
http://ekhidna2.biocenter.helsinki.fi/sanspanz/). The
phylogenetic analysis of the chalcone synthases was
performed (MEGA 7.0, Neighbor-Joining, bootstrap
1000) by using a comparison of the AsCHS amino
acid sequences with those of homologs from A. thali-
ana, Solanum lycopersicum L. (tomato), Capsicum an-
nuum L. (pepper) (NCBI, https://www.ncbi.nlm.nih.
gov/), A. cepa (onion), and A. fistulosum (Welsh onion)
(AlliumDB, https://allium.qau.edu.cn/).

Analysis of the expression pattern of CHS

genes in different organs of the garlic plant
Expression of the identified AsCHS genes in garlic
organs was evaluated in silico, based on the availa-
ble transcriptomic data for A. sativum cv. Ershuizao
[31], and visualized as a heat map (Heatmapper,
http://www.heatmapper.ca/expression/). The expres-
sion was quantified as FPKM (fragments per kilo base
of transcript per million mapped fragments).

The expression pattern of AsCHS genes was ana-
lyzed by qPCR in the roots, basal plate, bulb, pseu-
dostem, and leaves of garlic plants (cv. Sarmat)
grown in open ground in 2024 (Federal Scientific
Vegetable Center, Moscow region). The material was
ground in liquid nitrogen and used to obtain total
RNA (RNeasy Plant Mini Kit, RNase free DNasy set;
QIAGEN, Germany) and ¢cDNA (GoScript™ Reverse
Transcription System, Promega, USA). The identi-
fied AsCHS sequences were used to develop specific
primers (Table 1). GAPDH and UBQ were used as ref-
erence genes [32, 33]. The reaction mixture includ-
ed 3 ng of cDNA and a SYBR GreenI- and ROX-
containing reaction mixture for gPCR (Syntol, Russia).
The reaction was conducted using the CFX96 Real-
Time PCR Detection System (Bio-Rad Laboratories,
USA) in two biological and three technical replicates;
the program was as follows: 95°C for 5 min; 40 cycles
(95°C for 15 s and 62°C for 50 s). Data were statisti-
cally processed (Two-way ANOVA) and visualized in
GraphPad Prism v.8 (https://www.graphpad.com).
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Table 1. The primer sequences used for the gPCR analysis

Gene Primer sequence (5™-3’)*
ASCHS1 F-CGAAGGCCCAGCCACCATT
R-CGGTCATGTGCTCGCTGTTG
AsCHS2 F-CACCAACTGCAACAACCTTGAC
R-CTCCGGGTATGTGGCCAGT
AsCHS3 F-CAAGACGAATACCCAGACTACTAT
R-GATGTCTTCGGACAGGTGCATA
AsCHS4 F-GTACCCAGACTACTACTTCCGT
R-ATCTTCGGACAGGTGCATGTAC
AsCHS5 F-GTACCCAGACTACTACTTCCGT
R-CAGGTGCATGTAGCGTTTTCTG
AsCHS6 F-CTCTTCTGGATTCCGCATCCT
R-CTGCCATTGACCTCTTCCTCA
AsCHS7 F-GCACCGATCTCGCCATGAG
R-TAAGCGCTGTTTGATGGTCGG
AsCHSS F-CTATCGGTACAGCCGTGCCT
R-CATGTAGGCCGTCATGTTTGG
GAPDH F-CCATGTTTGTTGTTGGTGTGAATGAG
R-TGGTGCAGCTAGCGTTGGAGAC
UBQ F-AAGCCAAGATACAGGACAAG
R-GCATACCACCTCTCAATCTC

'F — forward primer; R — reverse primer

Simulation of stress (drought, salinity, cold,

abscisic acid, methyl jasmonate, and darkness)

in garlic plants and analysis of the response
dynamics of AsCHS gene expression

The experiment involved 10-day-old plants (cw.
Sarmat) grown in transparent glass cups in wa-
ter (experimental climate control facility (ECCF),
Research Centre of Biotechnology RAS; day/night —
16/8 h, 22/16°C; illumination 190 pM/(m*s)); bulb cloves
were fixed so that only the root zone was in the wa-
ter. The experimental plants were placed in solutions
corresponding to simulated stress (salinity: 100 mM
NaCl; drought: 10% PEG-6000) and exogenous expo-
sure to phytohormones (100 pM ABA; 100 uM MeJA).
The control plants remained in the water. Cold stress
was simulated by placing the plants in a refrigerator
(4°C, without light); the controls were kept in the dark
at 22°C. After 6 h and 24 h of stress/hormone expo-
sure, roots and sprouts were collected from three ran-
domly selected experimental and control plants and
stored at —80°C.

In the experiment without light, the plants were
covered with a light-tight box (experiment) (10:00);
the controls were under illumination at 190 uM/(m?*s)
(ECCF, day/night — 16/8 h). After 6 h (16:00) and 24 h
(at 10:00 the next day), the roots and leaves were col-

lected from the experiment and the control (two bio-
logical replicates for each point) and stored at —80°C.

The collected samples were used for RNA/cDNA
extraction and qPCR as described above.

RESULTS

Identification and structural characterization

of garlic AsCHS genes

Chalcone synthases belong to the type III polyketide
synthase family, consist of two conserved domains,
Chal_sti_synt N (PF00195.16) and Chal sti synt C
(PF02797.12), and catalyze, as a homodimer, the ad-
dition of three malonyl-CoA molecules to 4-couma-
royl-CoA to form chalcone [3, 14]. Each component
of the dimer comprises an active site that catalyzes
one or more condensation reactions [14]. The CHS
catalytic site contains four highly conserved amino
acid residues (Cysl164, His303, Asn336, and Phe215 in
CHSI1 Glycin max) [7, 15], where Cysl164 acts also as
the binding site for the 4-coumaroyl-CoA substrate
[14]. Gly259 and Ser345 are involved in the binding of
4-coumaroyl-CoA, and a 17 aa consensus sequence is
involved in the binding of the malonyl-CoA substrate
[10]. In addition, a 17 aa signature sequence in the
Chal_sti_synt C domain has been proposed for chal-
cone synthases [10].

In the garlic A. sativum cv. Ershuizao genome
[31], we identified eight chalcone synthase genes,
AsCHS1-8 (1,182-2,010 bp), that contained from one
to three exons and were located on chromosomes
Chrl (AsCHS1), Chr4 (AsCHS2, 3), Chr5 (AsCHS4, 5),
and Chr6 (AsCHS6-38) (Table 2) (Fig. 1A).

AsCHS1-8 proteins differed slightly in size
(375-397 aa). According to functional predictions in
Gene Ontology (GO) terms, all AsCHS1-8 exhibit ac-
yltransferase activity (GO:0016747) and are involved
in polyketide (GO:0030639) and flavonoid (GO:0009813)
biosynthesis. In this case, AsCHS2 and 7 proteins
had 75% similarity and differed significantly from
AsCHSI, 3-6, and 8 chalcone synthases (56—61% iden-
tity).

The structural analysis of AsCHS1-8 amino acid
sequences revealed the position of the chalcone syn-
thase domains Chal sti_synt N (PF00195.16) and
Chal_sti_synt C (PF02797.12) (Fig. 1). Conserved
residues (Cys167, Phe218 (Chal sti_synt_ N); His309,
Asn342 (Chal sti_synt_ C)), characteristic of the
enzyme’s active site [15], were found in the do-
mains, with the exception of AsCHS3 (Phe218-Cys).
The 4-coumaroyl-CoA binding sites, Cysl67 [14]
and Gly259 and Ser345 [10], were present in all
AsCHS1-8, with the exception of the Gly259-Lys mu-
tation in AsCHS6. In the Chal_sti_synt C domain, all
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Table 2. Characterization of the chalcone synthase genes in the genome of garlic A. sativum cv. Ershuizao

Gene! Gene/transcript ID? Genome localization® Ggge, 11;:1)‘:1?(1)114 C]:LNA’ feri(r)l, 1\{/[3\7, pl | GRAVY
number P aa a
AsCHS1 | AsalG03363.1/ Asa2G01293.1 | chrl: 913472045..913473226 | 1,182 1/0 1,182 | 393 | 43.26 | 6.22| —0.139
AsCHS?2 | Asa4G02924.1/ Asa4G00890.1 | chr4: 781174614..781176037 | 1,424 3/2 1,128 | 375 | 41.06 | 6.96 | —0.084
AsCHS3 | Asa4G06151.1/ Asa4G03387.1 | chr4: 1682101557..1682102738 | 1,182 1/0 1,182 | 393 | 43.15|648| —0.121
AsCHS4 | Asa5G04529.1/ Asa5G01644.1 | chrb: 1227135621..1227136805 | 1,185 1/0 1,185 | 394 | 4346 | 6.1 | —0.179
AsCHS5 | AsabG04530.1/ AsabG01645.1 | chrb: 1227252338..1227253522 | 1,185 1/0 1,185 | 394 | 4343 6.1 | —0.177
AsCHS6 | Asa6G02586.1/ Asa6G05452.1 | chr6: 656216362..656217943 | 1,582 3/2 1,173 | 390 | 43.32 | 5.75| —0.126
AsCHS7 | Asa6G03080.1/ AsalG04064.1 | chr6: 787943706..787944950 | 1,245 2/1 1,155 | 384 | 42.27 | 557 | —-0.155
AsCHS8 | Asa6G03715.1/ Asa6G04348.1 | chr6: 973362901..973364911 | 2,010 2/1 1,194 | 397 | 43.78 | 6.48 | —0.186
'The numbers in the gene names are assigned in the order of their chromosomal location.
Derived from garlic genome and transcriptome sequencing data [31].
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Fig. 1. The exon—intron structures of AsCHS 1—8 genes (A) and the composition and distribution of conserved motifs in

AsCHS1-8 protein sequences (B)

AsCHS1-8 contained the malonyl-CoA binding con-
sensus and the chalcone synthase signature sequence
(Fig. 2).

The AsCHS1-8 sequences were characterized in
terms of their conserved motif/consensus profiles
(Fig. 1B). Most of the chalcone synthases (AsCHSI,
3-5, 8) contained 10 of the 11 identified motifs;
AsCHS6 differed only in the lack of motif 9. The ex-
ceptions were AsCHS2 and AsCHS?7 (five and six mo-
tifs, respectively, instead of 10 or 11); however, the
sequences of these proteins specifically contained a
motif 11 that corresponded to an altered (in compari-
son with other proteins) beginning of the Chal_sti_
synt_N domain; AsCHS2 lacked consensus 7 due to
a deletion at the beginning of the Chal sti synt N
domain. Motifs 6 and 8-10 were lost in AsCHS2 and
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AsCHSY7, because the conservation of these regions
was <50% in comparison with that in other chalcone
synthases (Figs. 1, 2).

To investigate the phylogeny of garlic chalcone syn-
thases AsCHS1-8, we used the AlliumDB and NCBI
databases to identify the sequences of these enzymes
in the species most closely related to A. sativum: on-
ion A. cepa (6 CHSs), Welsh onion A. fistulosum (5),
and asparagus As. officinalis (6), as well as in distant
species: pepper C. annuum (9), tomato S. lycopersi-
cum (7), and A. thaliana (4).

In the constructed phylogenetic tree (Fig. 3),
AsCHS1-8 proteins were grouped with representa-
tives of other monocot species (A. cepa, A. fistulosum,
As. officinalis). Orthologs of AsCHS6-8 were found in
all three species, orthologs of AsCHS2 were discov-
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Fig. 2. Alignment of AsCHS1-8 amino acid sequences. The Chal_sti_synt_N and Chal_sti_synt_C domains are under-
lined by red and blue lines, respectively. Four residues (Cys167, Phe218, His309, Asn342) of the enzyme's active site
are framed in red (according to [15]). Residues Ser345 and Gly259, involved in the binding of the 4-coumaroyl-CoA
substrate [10], are framed in blue. The black and brown frames highlight the chalcone synthase malonyl-CoA binding
consensus and signature sequences, respectively [10]. The background color indicates a high degree of amino acid

conservation in AsCHS1-8 proteins (green — 100%, blue —

ered only in A. cepa, whereas orthologs of AsCHSI,
3—5 were grouped separately from representatives of
both monocots and dicots (Fig. 3).

Only orthologs of garlic chalcone synthases
AsCHS?2 and 7 were found in dicot (C. annuum, S. ly-
copersicum, A. thaliana) genomes (Fig. 3).

Identification of AsCHS gene expression

patterns in garlic plants

Chalcone synthase gene expression patterns were de-
termined using transcriptomic data for individual or-
gans of A. sativum cv. Ershuizao [31], including eight
stages of bulb development (Fig. 4).

The AsCHS2 and AsCHS7 genes were found not to
be expressed, except for trace numbers of transcripts
in flowers (both genes), roots, and bulbs at certain de-
velopmental stages (AsCHS7). Expression of the re-
maining six genes was extremely insignificant in the
roots, leaves, pseudostems, flowers, and during bulb
development (AsCHS1, 3—6), as well as in buds (ex-
cept AsCHS)) and sprouts (except AsCHSI). Among
AsCHS1-7 genes, despite their low expression levels,
AsCHS3 may be detected (FPKM is significantly high-
er than that of the other five genes, but <10) (Fig. 4).

Significant transcript levels (FPKM >10) were
found only for the AsCHS8 gene. The AsCHSS gene
is expressed in all analyzed organs, with the high-

80%, and pink — 60%)

est FPKM values being present in the pseudostem,
leaves, flowers, and sprouts; in the bulb, expression is
minimal throughout all eight developmental stages;
in the roots, FPKM is ~9-fold lower than that in the
leaves (Fig. 4).

Using qPCR, we determined the expression profiles
of AsCHS1-8 genes in the roots, basal plate (mod-
ified stem), bulb, pseudostem, and leaves of garlic
(cv. Sarmat). Expression of two of the eight genes,
AsCHS3 and 8, was detected. AsCHS3 transcripts
were present in all analyzed organs (maximum in
the bulb, leaves, and pseudostem), whereas AsCHSS8
was only expressed in the roots, leaves, and pseud-
ostem (maximum in the pseudostem and leaves). In
the roots, both genes were expressed at a trace level
but expression of AsCHS3 was 26-fold lower than that
of ASCHSS. In the pseudostem and leaves, the AsCHSS8
transcript levels were ~41-fold higher than those of
AsCHS3 (Fig. 5A).

Dynamics of CHS gene expression in garlic plants
in response to stressors and phytohormones

To evaluate the possible involvement of chalcone syn-
thases AsCHS1-8 in the stress response of garlic cwv.
Sarmat, we conducted a series of experiments to sim-
ulate the effects of salinity, drought, low positive tem-
peratures, as well as exogenous treatment with ab-
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Fig. 4. The heat map of
AsCHS 1—8 gene expression
in different organs of A. sa-
tivum cv. Ershuizao, con-
structed using transcriptomic
data [31]. The numbers in
rectangles indicate the aver-
age FPKM value derived from
three biological replicates.
The development stages
(1-8) of bulbs are shown; the
age of the bulbs is 192, 197,
202, 207, 212, 217, 222, and
227 days, respectively [31]
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scripts were detected in the leaves in response to cold
stress (figures are not shown, and the effect is not
discussed due to the insignificance of gene induction).

The expression pattern of the AsCHSS8 gene in re-
sponse to stress depends on both the type of stressor

and the plant organ (roots or leaves).

scisic acid and methyl jasmonate on the plants and
analyzed the expression of AsCHSI1-8 genes in the
roots and leaves over time.

Only the AsCHS8 gene was shown to be signifi-
cantly expressed, both in the control and in the ex-
periment (Fig. 5B). Trace amounts of AsCHS2—4 tran-
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roots (6.6-fold) and leaves (8.6-fold) at the beginning
of exposure (6 h). At the end of exposure (24 h), gene
transcript levels in the roots are increased 113.3-fold,
whereas they are down 1.5-fold in the leaves (Fig. 5B).

Therefore, regarding changes in gene expression,
all three types of abiotic stressors at comparable lev-
els affect AsCHSS expression in the leaves, whereas
the effect on roots is specific for each stressor.

Exogenous treatment of garlic plants with abscis-
ic acid and methyl jasmonate completely suppresses
AsCHSS expression in the roots. In the leaves, ABA
significantly reduces gene expression within 24 h,
whereas MeJA initially increases transcript levels 1.2-
fold (6 h) and then suppresses them down to trace
amounts (24 h) (Fig. 5B).

In addition, we analyzed the dependence of
AsCHSS expression on illumination of the roots and
leaves of plants placed in standard light (control) and
dark (experiment) conditions (Fig. 6). We found that
the AsCHSS8 gene was expressed in the roots of the

A AsCHS3 AsCHS8 Fig. 5. (A) The expression
0.008+ 0.3 c patterns (QPCR) of the
c c AsCHS3 and 8 genes in
2 0.006- 2 different organs of adult
o o 0.2 ¢ garlic plants (cv. Sarmat)
% w— % (a"cp < 0.05. - signific:.m’r
: differences in expression
o o L
2 2 014 levels in different organs).
& 0.002- o Expression of the AsCHS1,
&’ &’ 2, and 4—7 genes was not
i . L b b detected (not shown in
; . © - © o o Tecf’i_?gjgre). (B) C.hanlges |in
L\ o 22 X z s expression levels
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Excess salt mainly stimulates AsCHS8 expression 0.4- Roots Leaves
in both roots and leaves. In the roots, gene expression '
increases 2.7-fold (6 h) and 2.9-fold (24 h) compared c
with that in the controls; in the leaves, it increases .g 0.34
1.3-fold (6 h), but decreases 1.2-fold by the end of ex- o
posure (24 h) (Fig. 5B). §_
Under drought conditions, AsCHSS8 expression in g 0.24
the roots steadily decreases (6 and 24 h), whereas it is 2
initially activated 1.3-fold (6 h) and then sharply de- % 0.1-
creases to almost zero (24 h) in the leaves (Fig. 5B). x
Cold stress stimulates AsCHSS8 expression in the

24 h
Duration of cultivation

6h

6h

24 h

Fig. 6. Expression of the AsCHS8 gene in the roots and
leaves of garlic plants after 6 and 24 h of cultivation under
illumination (yellow circle) and in the dark (black circle).
(*p < 0.05 — significant differences in expression levels,
darkness vs. light)

control (illuminated) plants, whereas trace amounts
of transcripts could be detected in the darkness only
after 6 h of exposure. In the leaves, AsCHS8 was ex-
pressed in both the control and the experiment: after
6 h, gene transcript levels under dark conditions had
dropped 11.2-fold compared to those under illumina-
tion; after 24 h, AsCHSS transcript levels were similar
in the control and experiment (Fig. 6).
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Identification of cis-regulatory elements

in AsCHS1-8 gene promoters

In order to interpret the expression patterns of
AsCHS1-8 genes, their promoters (-2,000 bp upstream
of the start codon) were characterized by the profile
of cis-regulatory elements (Fig. 7). We found 44 ele-
ments, and they were divided into four groups: phyto-
hormone (7) and stress (11) response elements, as well
as light-sensitive (13) and other (13) elements. The
latter include binding sites for proteins and transcrip-
tion factors, the development-associated element, and
potential regulatory motifs with an unknown function.

The promoters of most genes (except AsCHSS3)
were shown to contain phytohormone-sensitive ele-
ments, with the abscisic acid and methyl jasmonate
responsive sites predominating among them. The
AsCHS1, 2, and 7 genes contain the largest num-
ber of ABA responsive elements (3 ‘ABRE’); AsCHS2
contains the largest number of MeJA responsive el-
ements (4 ‘CGTCA’). Auxin- (‘TGA’), gibberellin-
(‘P-box’, ‘GARE’), salicylic acid- (‘TCA’), and ethyl-
ene-associated (‘ERE’) elements are present in the
promoters of individual genes in one or two copies
(Fig. 7).

In the promoters of all AsSCHS1-8 genes, we iden-
tified elements associated with the response to stress
in general (‘MBS’, ‘W-box’, ‘TC-rich repeats’), anaero-
bic conditions (‘ARE’, especially AsCHS7 with 6 sites),
phytopathogens (‘Wun’, ‘WRE3J’, ‘box S’), cold (‘LTR’),
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drought (‘DREY’), osmotic stress, heat, and nutrients
deficiency (‘STRE’). The largest number of elements
(14) was found in AsCHSS. Given the stress factors
used in this study, we note that ‘LTR’ elements (cold
response) were found in AsCHS2, 4, 5, and 7; ‘DREY’
and/or ‘STRE’ (osmotic stress response), in all genes,
except AsCHS4 and 5 (Fig. 7).

Our analysis revealed that the promoter regions of
AsCHS1-8 contain from 4 (AsCHS4) to 14 (AsCHSS)
light-sensitive elements (Fig. 7).

In all the genes, we found binding sites for the
stress-associated transcription factors of the MYB
(‘MRE’, ‘MYB’, ‘MBS?’) and MYC (‘MYC’) families:
5-14 and 2-8 elements, respectively. The MYB-
binding sites are the most enriched in the promoters
of the AsCHS2 (14), 7 (10), and 4 (9) genes; AsCHS2-5
promoters contain the ‘MBS1’ associated with flavo-
noid biosynthesis regulation (Fig. 7).

DISCUSSION

The plant’s defense response is associated with the
accumulation of metabolites that possess antioxidant
properties; in particular flavonoids [5, 6]. Garlic A. sa-
tivum, which lost its fertility during evolution and
domestication, has seriously altered its genetic regu-
lation of stress adaptation [34]. The flavonoid pathway
in garlic has not been characterized. Therefore, the
aim of this study was to identify and structurally and
functionally characterize the A. sativum genes encod-
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ing chalcone synthases that catalyze the first stage of
the flavonoid biosynthesis pathway [12].

The analysis of the genome and transcriptomes of
A. sativum cv. Ershuizao revealed eight AsCHS1-8
chalcone synthase genes (Table 2). The number of
genes from this family in the garlic genome was dif-
ferent from that in other monocots, such as wheat
T aestivum (49 or 87 genes) or maize Z. mays (17).
However, the sizes of this family in A. sativum and
in one of the species most closely related to the ge-
nus Allium, As. officinalis (six genes), were found to
be comparable [18, 21]. Since the high degree of phe-
notypic variability of garlic today is believed to result
from the cross-breeding of the fertile wild ancestors
at the center of the origin of the species [25, 34], one
could suggest that the AsCHS family had appeared in
the garlic genome even before the species lost its abil-
ity to reproduce sexually.

Given the results of the structural and phylogenetic
analysis (Table 2, Figs. 1 and 3), it is fair to suggest
that the highly homologous proteins AsCHS1, 3-5 are
functionally redundant and can function in partial
overlap in different plant tissues/organs, this being
controlled by the specificity of the gene promoters.
The corresponding genes differ significantly in their
set of cis-regulatory elements in the promoter re-
gion (Fig. 7) and the organ-specific expression pattern
(Fig. 4) derived from the transcriptomic data of A. sa-
tivum cv. Ershuizao [31]. The involvement of genes in
the flavonoid biosynthesis may be limited to the indi-
vidual, highly specialized cells/tissues/organs/develop-
mental stages of the garlic plant. The identified muta-
tions in the essential amino acid residues in AsCHS3
and 6 (Fig. 2), which are required for formation of the
substrate binding site, may also be an expression of
possible differences in the enzymatic activity of these
proteins [10, 15].

In general, as regards the expression of all the an-
alyzed AsCHS genes (Fig. 4), significant expression
of only AsCHS8 (FPKM >10) and, to a lesser extent,
AsCHS3 (Fig. 4) deserves note. This is further con-
firmed by qPCR results indicating that only AsCHS3
and 8 genes are expressed, with AsCHSS8 transcripts
significantly predominating in the roots, pseudostem,
and the leaves of garlic cv. Sarmat (Fig. 5A).

The lack or low expression of the other AsCHSI,
2, and 4-7 genes does not yet constitute evidence of
their dysfunction. All those genes remain structurally
intact, including the profile of cis-regulatory elements
in the promoter region (Table 2, Fig. 7); they can be
highly specialized, participating in the flavonoid path-
way in specific cells/tissues/organs at certain stages of
plant development. For example, a number of wheat
chalcone synthase genes are expressed exclusively in

other cells during pollen exine development [21]. We,
in addition, analyzed the expression of the AsCHS1-8
genes in response to the main abiotic stressors (sa-
linity, drought, cold) and exogenous treatment with
phytohormones (abscisic acid and methyl jasmonate)
that mediate the stress response signaling pathways
in plants [35]. We found that only the AsCHS8 gene
expression was significantly altered in the response to
all the stressors used (Fig. 5B).

The demonstrated stimulating effect of cold on
AsCHSS8 gene activity (Fig. 5B) is consistent with
data in similar studies conducted, for example, on
Coelogyne ovalis [36] or Oryza sativa [37] plants. The
increase in AsCHSS8 gene expression in response to
salinity (Fig. 5B) is consistent with data on the re-
sponse of rice plants [37] and the positive association
between chalcone synthase gene expression and salt
tolerance in Eupatorium adenophorum plants [38].

In contrast to the effects of salt and cold, the re-
sponse to another osmotic stress factor, drought, is ac-
companied by a decrease in AsCHS8 gene expression
(Fig. 5B). On the one hand, this is consistent with data
on Camellia sinensis plants known to decrease their
chalcone synthase content in response to drought [39].
On the other hand, the effect of AsCHSS is contrary
to the response of three chalcone synthase genes
from Silybum marianum, whose expression has been
shown to increase in response to drought [40].

It is worth noting that treatment of garlic plants
with abscisic acid and methyl jasmonate suppress-
es the expression of the AsCHS8 gene in both the
roots and leaves (Fig. 5B). On the contrary, in Vitis
sp. species, these treatments stimulate the expres-
sion of chalcone synthase genes [41, 42]; in the case
of MeJA, this is associated with the activation of the
biosynthesis of antimicrobial phytoalexins by jasmo-
nates to protect against pathogens [41]. Probably, the
opposite effect is due to the fact that garlic plants are
rich in biologically active organosulfur compounds
that exhibit strong antioxidant and antimicrobial
properties [43] and that the flavonoid synthesis trig-
gered by the jasmonate signaling pathway in other
plant species is not that material to the defense re-
sponse. Furthermore, treatment of Salvia miltiorrhiza
plants with MeJA has been shown to either stimu-
late (SmCHS1-5), suppress (SmCHS6), or have no ef-
fect (SmCHSY7) on the expression of chalcone synthase
genes [44].

Flavonoids are known to be involved in plant pho-
toprotection [1, 2]. In this case, flavonoid biosynthesis
is positively dependent on illumination [45], which is
associated with light-sensitive cis-regulatory elements
in the promoters of chalcone synthase genes [7, 46].
We also found a significant number of light-sensitive
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sites in the promoters of all AsCHS genes, in particu-
lar AsCHSS (Fig. 7), which is consistent with the dem-
onstrated suppression of AsCHSS expression in plants
in the dark (Fig. 6). A similar expression pattern of
chalcone synthase genes, under illumination or in the
dark, is typical of other plant species, e.g., Sinapis alba
[45].

Thus, only one gene (AsCHSS) in the entire AsCHS
family is involved in the defense response in garlic
leaves and roots, with the response dynamics of gene
expression depending on the nature of the stressor
and being often in opposite direction. These data may
be indirect confirmation that, during evolution and
domestication, garlic plants have undergone serious
changes in their genetic regulation of adaptation to
stress, changes that are different from those that took
place in other plant species [34]. Therefore, further
research in this direction is required.

CONCLUSION

We identified and characterized eight chalcone syn-
thase genes (AsCHS1-8) in the garlic A. sativum cwv.
Ershuizao genome, compared their organ-specific ex-
pression patterns with those in the cultivar Sarmat,
and analyzed gene expression in response to abiotic
stressors (salinity, drought, cold), exogenous phyto-
hormones (ABA, MeJA) (all genes), and illumination

(AsCHSS only). Our findings suggest that only two
genes out of the eight, AsCHS3 and 8, are able to
control flavonoid synthesis in all the analyzed organs
during garlic plant development, and that the main
chalcone synthase activity is determined by AsCHSS,
whose expression in individual organs is not only the
most significant, but also the most sensitive to stress
factors. The other six genes (AsCHS]I, 2, 4-7) may be
involved in flavonoid biosynthesis in highly special-
ized cells/tissues/organs or at certain stages of garlic
plant development. The identification and character-
ization of garlic chalcone synthase genes AsCHS1-8
may form the basis for further analysis of the mech-
anisms that regulate stress adaptation in A. sativum
and other Allium species. ®
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ABSTRACT A patient with an immunophenotype characteristic of B-cell acute lymphoblastic leukemia (B-ALL)
was found to carry the chromosomal translocation t(9;22)(q34;q11), or Philadelphia (Ph) chromosome and less
common variant of the chimeric oncogene BCR::ABL/p210. No additional mutations in the BCR::ABL gene, in-
cluding point mutations, insertions, or deletions, were identified in the disease onset characterized by elevat-
ed blast cell (77.6%) and leukocyte (48%10%/L) counts. Ph+ALL-2012m chemotherapy with imatinib (600 mg)
and two consolidation phases resulted in complete hematologic remission and a profound molecular response.
However, six months later, the patient had relapsed (blasts: 15%, BCR::ABL/p210: 105%). Three weeks after
the initiation of dasatinib therapy (100 mg), the number of blasts had decreased to 4.8%, while the expression
level of BCR::ABL/p210 had dropped to 11.8%. Sanger sequencing identified two mutations in the BCR::ABL
oncogene; namely, the point mutation F317L and a new insertion of nine nucleotides previously not detect-
ed. In the latter case, the amino acid lysine at position 294 was replaced by four new amino acid residues:
K294SPSQ. Therapy with bosutinib and inotuzumab led to the disappearance of one leukemia clone with the
F317L mutation, but the presence of another clone carrying a nine-nucleotide insertion was observed. The
switch to ponatinib+blinatumomab chemotherapy was effective, resulting in the disappearance of the inser-
tion. Allogeneic hematopoietic stem cell transplantation (allo-HSCT) from an available HLA-matched unre-
lated donor resulted in complete clinical and hematologic remission, including a complete molecular response.
Six months after allo-HSCT, minimal residual disease monitoring showed maintenance of complete remission.
KEYWORDS B-ALL, BCR::ABL/p210, insertion, K294SPSQ, resistance to tyrosine kinase inhibitors.
ABBREVIATIONS B-ALL — B-cell acute lymphoblastic leukemia; CML — chronic myeloid leukemia; TKI — ty-
rosine kinase inhibitor; IM — imatinib; allo-HSCT - allogeneic hematopoietic stem cell transplantation.

INTRODUCTION

Acute B-lymphoblastic leukemia (B-ALL) is a clon-
al proliferative disease of the blood system caused
by genetic abnormalities arising in B-cell precursor
cells. The disease is more common in children and
less so in adults. Among adult B-ALL patients, some
mutations are rare (< 3%), namely: t(v;11q23)/MLL
or KMT2A, including t(4;11)(q21;q23)/KMT2A-AF4,
t(1;19)(q23;p13)/E2A-PBX1 (TCF3-PBX1), t(5;14)
(q31;932)/IL3-1IGH, t(12;21)(pl3;q22)/TEL-AMLI1
(ETV6-RUNX1), and C-MYC gene rearrangement

52| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025

mutations: t(8;14)(q24;q32), t(8;22)(q24;q11), or t(2;8)
(p22;923). In contrast, the Philadelphia chromosome
(Ph chromosome) is a frequent mutation (up to 30%)
among adult B-ALL patients. It results from recipro-
cal translocation t(9;22)(q34;q11), whose product is the
chimeric BCR::ABL oncogene. Moreover, a variant of
Ph-like B-ALL is usually identified among adult pa-
tients (= 20%). It is characterized by a molecular gene
expression profile typical of Ph-positive B-ALL but
different by the absence of the chromosomal trans-
location t(9;22)(q34;q11) and the predominance of a
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high frequency of deletions in the IKZF1 gene [1].
Most of these mutations correlate with a poor prog-
nosis, except for some chromosomal translocations:
in particular t(1;19)(q23;p13)/E2A-PBX1 and t(12;21)
(p13;922)/TEL-AMLI1. These chromosomal mutations
are associated with an intermediate and favorable
prognosis, respectively. In addition to correlation with
poor prognosis in B-ALL patients, the chromosomal
translocation t(9;22)(q34;q11) leads to an accumulation
of the BCR::ABL oncoprotein, with constitutive tyros-
ine kinase activity. The increased ability of BCR::ABL
to phosphorylate target proteins causes a transforma-
tion of hematopoietic stem cells, resulting in the al-
teration of multiple signaling pathways that enhance
their survival and proliferation [2—4]. Different fusion
products can be detected depending on the localiza-
tion of the breakpoint in the BCR gene or alternative
splicing of BCR-ABL mRNA. The most common ones
are the BCR:ABL isoforms: ela2 (p190), el3a2, and
el4a2 (both p210). Meanwhile, most B-ALL patients
(77%) tend to express BCR::ABL/p190 while a smaller
proportion of patients (20%) express BCR::ABL/p210,
and the remainder (3%) co-express BCR::ABL/p190
and BCR:ABL/p210 [5]. Despite the generally unfa-
vorable prognosis for Ph-positive B-ALL, the progno-
sis is even worse for BCR::ABL/p210 mutation carriers
compared to that for BCR::ABL/p190 mutation carri-
ers. The advent of imatinib (IM), a tyrosine kinase
inhibitor (TKI) suppressing the BCR:ABL tyrosine
kinase activity, has significantly improved the hema-
tological, cytogenetic, and molecular genetic charac-
teristics of Ph-positive patients [6]. However, the ma-
jority of Ph+ B-ALL patients often develop resistance
to IM via both the BCR::ABL-dependent and BCR-
ABL-independent mechanisms [7—12]. To overcome
this resistance, second- (nilotinib, dasatinib, bosutinib),
third- (ponatinib), and fourth-generation (asciminib)
TKIs have been developed and introduced into clini-
cal practice [13, 14]. The BCR::ABL-dependent factors
contributing to resistance to TKIs include the muta-
tions arising in the BCR:ABL gene that encodes the
tyrosine kinase domain, including point mutations, in-
sertions and deletions. The mentioned abnormalities
can be detected both at the disease onset and during
treatment. These mutations are rare (< 12%) at the
disease onset, but their detection may increase dur-
ing TKI treatment and contribute to the emergence
of resistance. More than 100 point mutations in the
BCR:ABL oncogene are currently known and have
been previously described for both B-ALL and chron-
ic myeloid leukemia (CML) [15—17]. These mutations
affect different regions of the BCR:ABL kinase do-
main. Among those (1) the phosphate-binding P-loop
(P-loop); (2) the C-helix site responsible for allosteric
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Fig. 1. BCR:: ABL tyrosine kinase domain mutations identi-
fied in patients with Ph-positive leukemia

regulation; (3) the ATP/IM binding site; (4) the cata-
lytic site (SH2 contact, SH3 contact, C-loop); and (5)
the activation loop (A-loop) (Fig. I1).

Mutations are most commonly found in two regions
of the kinase domain, the P-loop and ATP/IM binding
site. The most common of those is the T315I (C>T)
point mutation. It substitutes threonine for isoleucine,
causing resistance to four different TKIs namely ima-
tinib, dasatinib, nilotinib, and bosutinib [18]. Among
the insertional mutations in the BCR::ABL kinase do-
main in B-ALL patients, insertions of two to twelve
amino acid residues, usually localized between posi-
tions 1293 and K294, as well as K294 and H295, are
more frequently detected. In both cases, the struc-
ture of the SH3 contact site, which constitutes the
tyrosine kinase domain of the BCR::ABL oncopro-
tein, is disrupted. It leads to the development of re-
sistance to imatinib [19, 20]. Finally, among the dele-
tions of the BCR::ABL oncogene in B-ALL patients, a
A184-274 mutation has been described, as being as-
sociated with the loss of 90 amino acid residues. In
particular, this disruption affects the P-loop region
of the BCR:ABL tyrosine kinase domain, which cor-
relates with resistance to TKIs, including ponatinib.
[21]. The present study has revealed an increased ex-
pression of the BCR::ABL/p210 oncogene and two mu-
tations in the BCR:ABL kinase domain in a patient
with B-ALL (Ph+) after dasatinib therapy. The first
one, the F317L point mutation, is well-known; and the
second mutation, a new insertion of nine nucleotides,
has not been described previously. This insertion re-
sults in the substitution of a lysine at position K294
for four amino acid residues of SPSQ, which is part
of the SH3-contact site of the tyrosine kinase domain
of BCR:ABL.
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Table 1. Main characteristics of the patient at the onset of B-ALL

Peripheral blood Bone marro
W

Male hemoglobin, WBC, platelets, lymphocytes, | monocytes, blasts, (blasts, %)
g/L x10%/L x10°/L % % % ’
Patient 101 48 30 15 3 67 77.6

Healthy person 130-160 4-9 150—-400 19-37 3-11 0 0.1-1.1
Table 2. Specific oligonucleotides for PCR and direct sequencing of BCR:: ABL
Primer First round of PCR Second round of PCR Sequencing

Forward (5’-3’) | ACTCGTGTGTGAAACTCCAGACT

AGGACGAGTATGCGCTGAAG

AGGACGAGTATGCGCTGAAG

CGAGGTTTTGTGCAGTGAGC

Reverse (5-3’)

CGAGGTTTTGTGCAGTGAGC

CGAGGTTTTGTGCAGTGAGC

EXPERIMENTAL

Patient and samples

A 42-year-old man was admitted to the Almazov
National Medical Research Centre with a complain of
pain in the knee joint and fever up to 38°C. According
to the clinical analysis (Table 1), the patient had a high
white blood cell count (48 X 10%L), as well as an in-
creased blast count in the peripheral blood (67%) and
bone marrow (77.6%). Immunophenotyping revealed a
population of blast cells with the B-lineage phenotype:
CD34+CD19+cytCD79a+CD10+CD38+sCD22+cytIgM-
HLADR-CD13+MPO-CD33-CD117-. Hence, the patient
was diagnosed with B-cell acute lymphoblastic leu-
kemia (variant B II) with co-expression of the CD13+
myeloid marker. In addition, no involvement of the cen-
tral nervous system was detected, since all the lumbar
punctures showed the absence of leukemia cells in the
cerebrospinal fluid.

Cytogenetic analysis

Preparation of chromosome spreads and subsequent
chromosome differential staining were performed ac-
cording to the assay described previously [22]. The
karyotype pathology was interpreted by analyzing 20
mitoses by standard karyotyping and/or 200 inter-
phase nuclei after fluorescence in situ hybridization
(FISH).

RNA isolation, reverse transcription (RT),

and quantitative real-time PCR (qPCR)

After the isolation of total RNA from 2.5 mL of pe-
ripheral blood and elution in 30 pL of RNase-free
buffer, reverse transcription was performed using
a standard set of reagents according to the manu-
facturer’s protocol (AmpliSense, Russia). Qualitative
determination of the BCR::ABL fusion transcript
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variant was performed using microchip PCR and
a 5X gPCRmix-HS reagent kit (Eurogen, Russia)
as described previously [23]. Quantification of the
BCR:ABL/p210 oncogene was performed using qPCR
and the Leucosis Quantum M-ber-FRT PCR kit
(AmpliSens, Russia). After PCR, the amount (%) of
BCR:ABL/p210 mRNA was calculated according to
the standard formula: the number of BCR::ABL/p210
copies was divided by the number of ABL copies and
multiplied by 100.

DNA isolation

Genomic DNA was isolated from 0.2 mL of periph-
eral blood using a QIAamp DNA Mini Kit (Qiagen,
USA) according to the manufacturer’s protocol. DNA
was eluted in 50 pL of the AE buffer (10 mM Tris-Cl,
0.5 mM EDTA, pH 9.0).

Screening for BCR::ABL tyrosine

kinase domain mutations

The mutational analysis of BCR::ABL tyrosine Kki-
nase by Sanger sequencing was performed both after
cDNA amplification preceding RT, and after ampli-
fication of a specific region of genomic DNA. In the
first case, standard nested PCR was performed us-
ing oligonucleotides as well as amplification and ther-
mocycling conditions as described previously [24]. In
the second case, we performed long-range PCR using
two-round PCR and a BioMaster LR HS-PCR reagent
kit (Biolabmix, Russia) to identify mutations in the
BCR:ABL oncogene in genomic DNA. Amplification
and thermocycling conditions did not differ for both
rounds of PCR, except for the use of specific oligonu-
cleotides selected through the NCBI system (Table 2).
Each sample for the second round of PCR contained
1x PCR buffer, 2.5 mM of each dNTP, 10 pM for-
ward and reverse primers, 3 pL of the amplification
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product (after the first round of PCR), and 5 units of
Encyclo Taq polymerase (Evrogen, Russia). The ther-
mocycling steps included the initial holding at 95°C
for 10 min, followed by 50 cycles: 95°C for 15 s and
60°C for 1 min. The size of the amplification product
after the second round of PCR was 293 bp. To deter-
mine the mutational status of BCR::ABL, Sanger se-
quencing was performed using an ABI PRISM 3500
genetic analyzer (Applied Biosystems, USA).

RESULTS

Mutation analysis at the onset of B-ALL

According to standard karyotyping, an abnor-
mal karyotype was identified in the patient’s bone
marrow cells: {t(9;22)(q34;q11) [15], 46XY [5]}. A Ph
chromosome was found in 15 of 20 mitoses (75%).
Furthermore, the BCR::ABL oncogene was detected in
120 of the 200 interphase nuclei viewed using FISH.
According to the quantitative PCR data, increased ex-
pression of the BCR::ABL/p210 oncogene was found in
peripheral blood, its level not exceeding 56% (Fig. 2).
No additional mutations were found in the BCR::ABL
gene encoding the tyrosine kinase domain.

Therapy and monitoring of minimal
residual disease (MRD)
After securing informed consent, treatment was in-
itiated according to the Ph+ALL-2012m protocol,
in combination with imatinib (600 mg) [25]. After
8 months of therapy that included two induction
and three consolidation phases, complete hemato-
logic remission and a profound molecular response
(BCR::ABL/p210: 0.002%) were noted. However, six
months later, the patient had a relapse (blasts: 15%,
BCR:ABL/p210: 105%). After three weeks of thera-
py (100 mg dasatinib + 20 mg dexamethasone), the
number of blasts was reduced to 4.8% and the level of
BCR::ABL/p210 decreased to 11.8%. Sanger sequenc-
ing analysis showed a T-to-C nucleotide substitution
at position 949 (NM_005157) of the ABL gene, result-
ing in the F317L point mutation. Meanwhile, a novel
nine-nucleotide insertion (GCCCTTCCC) at a position
between 1073 and 1074 (NM_005157) of the ABL gene
was found. The latter mutation caused a lysine substi-
tution at position K294 for four amino acid residues;
namely, serine-proline-serine-glutamine (K294SPSQ),
which preceded histidine at position H295 (Fig. 3).
Once the results of the BCR::ABL mutational sta-
tus were available, dasatinib was replaced with bo-
sutinib. Treatment with bosutinib (500 mg) + dexa-
methasone (40 mg), in combination with two courses
of inotuzumab therapy (0.8 and 0.5 mg/m?), was per-
formed. The patient showed a decrease in the blast
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Fig. 2. Analysis of biomarkers at the onset of B-ALL

and during treatment. FLAG* therapy includes

FLAG + venetoclax (100 mg) + asciminib (400 mg). The
number (%) of BCR::ABL /210 oncogene transcript mRNA
(mutation) was estimated relative to the ABL reference
gene (wild type). The number (%) of blast cells was de-
termined relative to the total number of all nucleated cells
in the bone marrow
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Fig. 3. The sequence of a novel insertion in the tyrosine ki-
nase domain of BCR::ABL found in a B-ALL patient. (A) At
the onset of B-ALL: no mutation was detected. (B) B-ALL
relapse: insertion (K294SPSQ) was detected

count to 0.2% and the BCR::ABL/p210 mRNA expres-
sion level, to 0.069%. However, 1.5 months after com-
pletion of this therapy, an increase in the blast count
to 75.2% and an increase in the BCR::ABL/p210 lev-
el to 86% were found in the patient’s bone marrow.
Sanger sequencing showed the absence of the F317L
mutation but presence of a nine-nucleotide inser-
tion. After FLAG+venetoclax (100 mg) + asciminib
(400 mg) therapy, the blast count in the bone marrow
decreased to 20% (BCR::ABL/p210: 73.5%). Sequencing
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again confirmed the presence of the insertion. Change
of therapy to ponatinib (45 mg) + blinatumomab
(28 pg) resulted in the disappearance of the leukemia
clone with the insertion, which correlated with a com-
plete molecular response and complete clinical and
hematologic remission. One month after chemother-
apy, the patient underwent allo-HSCT from an avail-
able HLA-matched unrelated donor. Monitoring of the
BCR:ABL/p210 oncogene expression and its muta-
tional status confirmed the absence of any molecular
genetic abnormalities during the last six months after
allo-HSCT. The patient is currently in MRD-negative
remission.

DISCUSSION

This article describes a rare clinical case of Ph-
positive B-ALL with a chimeric variant of the
BCR:ABL oncogene, typical of CML and character-
ized by a number of features. First, no mutations in
the tyrosine kinase domain of BCR:ABL were de-
tected in the patient at the onset of B-ALL (Ph+,
BCR::ABL/p210+). Second, the development of resist-
ance to dasatinib correlated with the detection of two
tumor clones. One of them carried a point mutation
F317L, while the other one carried a novel nine-nu-
cleotide insertion accompanied by a four amino acid
substitution of lysine at position K294 namely ser-
ine-proline-serine-glutamine (K294SPSQ). The inser-
tion did not result in a reading frame shift. Third,
after the emergence of resistance to dasatinib, the pa-
tient was found to be refractory to bosutinib and asci-
minib. Meanwhile, the disappearance of one leukemia
clone carrying the F317L mutation and the presence
of another clone carrying a nine-nucleotide insertion
were noted. Only a therapy switch to ponatinib+bli-
natumomab resulted in complete eradication of the
clone carrying the insertion. According to earlier lit-
erature data, the F317L point mutation localizes in
the region of the BCR::ABL kinase domain that is re-
sponsible for imatinib binding (IM binding site) [26].
In addition, carriers of this mutation are resistant to
imatinib and dasatinib but sensitive to bosutinib [18].
In our case, treatment (bosutinib+dexamethasone) in
combination with two courses of inotuzumab thera-
py resulted in the disappearance of the F317L muta-
tion. However, the nine-nucleotide insertion remained.
Meanwhile, the patient had an elevated expression
level of the BCR::ABL/p210 oncogene and increased
number of tumor cells, which correlated with leu-
kemia progression (Fig. 2). Interestingly, the nine-nu-
cleotide insertion associated with the replacement of
lysine by four new amino acid residues is located in
the SH3 contact site of the tyrosine kinase domain of
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BCR:ABL. Mutations leading to resistance to TKIs
are known to occur most frequently in this region as
well as in the P-loop region [27]. According to earlier
studies, the SH3 contact site is required for the auto-
inhibition of ABL tyrosine kinase in normal cells [28].
Mutations, and especially insertions at this site impair
the aforementioned function. In addition, according to
recent studies, mutations in the BCR::ABL gene lead-
ing to the modification of contact sites (SH2 and SH3),
along with destabilization of specific tertiary struc-
tures of the protein and large-scale conformational
changes, are considered to be additional mechanisms
for the emergence of resistance to TKI [29]. In our
case, the emergence of a nine-nucleotide insertion in
the SH3 contact site of the tyrosine kinase domain of
BCR:ABL led to the discovery of a new SPSQ motif.
It appears that serine phosphorylation of this motif
through the involvement of one of the serine/threo-
nine kinases, such as DyrklA, may contribute to the
progression of the leukemia. DyrklA was previously
found to be involved in the phosphorylation of several
targeting proteins, including Amphl, which also pos-
sesses an SPSQ motif [30]. Interestingly, increased ex-
pression of DyrklA was recently detected in B-ALL
(BCR:ABL/p190+) [31]. Activation of the JAK/STAT-
signaling pathway was shown to promote the prolif-
eration of leukemia cells overexpressing Dyrk1A. The
same investigators, using a mouse model of B-ALL
(BCR:ABL/p190+), suggested that DyrklA may be
involved in the regulation of BCR::ABL expression.
In particular, an artificially induced heterozygous
DyrklA deficiency in these mice may help prevent
leukemic cell survival, thereby promoting the normal-
ization of hematopoiesis.

CONCLUSIONS

In this study, a patient with B-ALL (BCR::ABL/p210+)
developed resistance to several TKIs (dasatinib, busu-
tinib, and asciminib), as well as to polychemotherapy
including the FLAG regimen. This was accompanied
by an increase in BCR::ABL/p210+ expression and the
emergence of two leukemia clones, one of which in-
cluded a point mutation (F317L) and the other one, a
nine-nucleotide insertion (GCCCTTCCC) involving the
substitution of lysine at position K294 for four new
amino acid residues (K294SPSQ). In the described
case of B-ALL, the elevated resistance to TKI may
be due to an increase in the level of serine phospho-
rylation in a new SPSQ motif involving the serine/
threonine kinase DyrkAl. This may lead to the acti-
vation of the JAK/STAT signaling pathway, ultimate-
ly enhancing cell proliferation and supporting leuke-
mogenesis. ®
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ABSTRACT In our previous studies, we demonstrated that the Drosophila zinc finger protein Aefl interacts
with the SAGA DUB module. The Aefl binding sites colocalize with the SAGA histone acetyltransferase
complex and the dSWI/SNF chromatin remodeling complex, as well as the origin recognition complex (ORC).
Aefl predominantly localizes with the promoters of active genes (55% of all sites) and can be involved in
transcriptional regulation. In this study, we showed that Aefl binding sites in Drosophila S2 cells, located
outside gene promoters, are nucleosome-depleted regions and colocalize with the SAGA, dSWI/SNF, and ORC
complexes. Aefl binding sites colocalize with the CBP protein and the H3K27Ac histone tag, which is con-
sidered to be an active enhancer mark. An RNA-Seq experiment was conducted in Drosophila S2 cells, both
normal and with RNA interference targeting the Aefl protein, to study the role played by the Aefl protein
in transcriptional regulation. The Aefl protein was shown to affect the transcription of 342 genes, more than
half of those (178 genes) containing Aefl at their promoters or enhancers. Hence, we infer that the Aefl pro-
tein is recruited to both promoters and enhancers and is involved, both directly and indirectly, in the regu-

lation of the transcription of the respective genes.

KEYWORDS Aefl, SAGA, dSWI/SNF, ORC, CBP, H3K27Ac, enhancers.
ABBREVIATIONS SAGA - histone acetyltransferase complex; SWI/SNF — chromatin remodeling complex;

ORC - origin recognition complex.

INTRODUCTION

Regulation of eukaryotic gene expression is a com-
plex process involving several successive stages of
transcription, mRNA processing, mRNA export from
the nucleus, translation, and protein folding [1]. Local
chromatin structure, gene location relative to func-
tional nuclear compartments, and long-range interac-
tions between cell regulatory elements constitute an
additional level in the regulation of genetic processes
in the context of the complex architecture of the eu-
karyotic genome in the 3D space of the cell nucleus
[2-5].

The highly conserved SAGA coactivator complex,
chromatin histone modification (acetylation and deu-
biquitination) being its main function, is composed
of more than 20 protein subunits [6]. The SAGA
complex subunits interact with various transcrip-
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tional activators, thereby recruiting the complex to
the promoters of specific genes [7, 8]. There is a de-
gree of synergism between the chromatin remodel-
ing complex and chromatin modifying complex. The
SAGA complex has been shown to acetylate the nu-
cleosomes on gene promoters during transcription
activation, leading to the recruitment of the dSWI/
SNF chromatin remodeling complex and stimula-
tion of its remodeling activity [9, 10]. The SWI/SNF
chromatin remodeling complex and CBP/p300/Nejire
acetyltransferase, which is responsible for tagging
active enhancers with H3K27Ac, exhibit considerable
functional action on the activation of the ecdysone-
dependent genes dhr3 and hr4 in S2 cells [11-14].
Histone H3 acetylation (H3K27Ac) at enhancers was
shown to be required for the activation of ecdysone-
dependent genes [15].



RESEARCH ARTICLES

The Drosophila SAGA and SWI/SNF complexes
reside within various regulatory elements of the ge-
nome, including promoters, where they often colocal-
ize with the origin recognition complex (ORC) [16].
Replication is initiated at numerous sites known as
replication origin sites. The ORC composed of six sub-
units (ORC1-6) is recruited to the replication origins.
The ORC binds specific genomic regions [17]; how-
ever, the subunits of this complex exhibit no explicit
DNA sequence specificity. Therefore, a question aris-
es: which factors are responsible for the positioning of
ORCs in the genome?

Our previous studies revealed that the insulator
protein Su(Hw) carrying zinc finger domains inter-
acts with the ENY2 protein (a subunit of the SAGA
complex) and recruits the SAGA, SWI/SNF, and ORC
complexes to Su(Hw)-dependent Drosophila insula-
tors, thus being simultaneously involved in transcrip-
tional regulation and the positioning of replication ori-
gins [18-22]. A hypothesis has been put forward that
there also are other proteins carrying zinc finger do-
mains which interact with the Drosophila SAGA com-
plex and function in a similar manner at other regu-
latory elements of the genome, including promoters.
Further experiments have identified four additional
proteins having zinc finger domains: CG9890, CG9609,
Aefl (Adult enhancer factor 1), and CG10543 [23—-27].
These proteins also colocalize with the SAGA, ORC,
and dSWI/SNF complexes at their binding sites, pref-
erentially at active gene promoters’ sites, and can be
involved in transcriptional regulation. As shown pre-
viously, the Aefl protein is recruited to the enhanc-
ers of the adh, ypl, and yp2 genes and affects their
transcription [28—30]. Our earlier study [26] revealed
that RNA interference targeting the Aefl protein af-
fects the transcription of several genes. In order to
assess the impact of Aefl on the transcription of all
the genes in Drosophila S2 cells, we conducted an
RNA-Seq experiment both under normal conditions
and upon RNA interference targeting the Aefl protein.

MATERIALS AND METHODS

Cultivation of Schneider 2 (S2)

cells. RNA interference

S2 cells were cultured in Schneider’s Insect Medium
(Sigma, USA) supplemented with 10% fetal bovine
serum (HyClone, USA) at 25°C. The cells were trans-
fected using the Effectene Transfection Reagent
(Qiagen, USA), according to the manufacturer’s pro-
tocol. Knockdown of the Aefl gene was performed
via RNA interference according to a published pro-
tocol [22]. The dsRNA corresponding to a fragment
of plasmid pBluescript II SK(-) (Stratagene, USA)

was used as nonspecific control for RNA interference.
The dsRNA for knockdown of the Aefl gene and con-
trol was synthesized using the following primers:
Aefl, GAATTAATACGACTCACTATAGGGAGAATGA-
TGCATATCAAAAGCCT and GAATTAATACGAC-
TCACTATAGGGAGATCCGGGATGCTCGCTATGT;
pBluesciptIISK(-), GAATTAATACGACTCACTAT-
AGGGAGAGTTACATGATCCCCCATG and GAAT-
TAATACGACTCACTATAGGGAGATTTCGCCCC-
GAAGAACG.

For each RNA interference experiment, 30 ug
dsRNA per 10° cells was used. The experiment was
conducted in three replicates. RNA was extracted af-
ter 5-day incubation.

RNA-Seq and identification of

differentially expressed genes

RNA-Seq libraries were constructed using a NEBNext
Ultra II Directional RNA Library Prep Kit for
INlumina (New England Biolabs). The library quali-
ty was verified using Bioanalyzer. The libraries were
sequenced on an Illumina HiSeq 2000 genome se-
quencing system. Raw reads in the Fastq format were
aligned to the Drosophila genome dmel r6.54 using
the Hisat2 software [31]; adapters had preliminarily
been removed in the Atropos software [32]. The “-a”
key enabling the search for multiple alignments to be
excluded from the analysis was also employed. Only
the unique mapped reads were used for further work
by analyzing the NH: tag among the output data in
the Hisat2 software. Differentially expressed genes
were identified in the CuffDiff2 software [33].

Enrichment analysis of protein

factors at Aefl binding sites

The ChIP-Seq profiles of the Aefl, GCN5, OSA,
ORC2, H3, CBP, and H3K27Ac proteins obtained earli-
er [14, 24, 26, 27, 34] were used to study the colocaliza-
tion of Aefl binding sites with various protein factors.
This analysis and data visualization were performed
using the deepTool2 suite [35].

RESULTS AND DISCUSSION

The Aefl binding sites are nucleosome-

depleted regions and colocalize with the

SAGA, dSWI/SNF, and ORC complexes

regardless of the genomic localization

We have previously demonstrated that the Aefl pro-
tein predominantly resides at the promoters of active
genes (55% of sites) and is involved in transcription-
al regulation [26]. Aefl binding sites colocalize with
the chromatin modification and chromatin remodeling
complexes SAGA and dSWI/SNF, as well as with the
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ORC replication complex. A considerable portion of
Aefl sites (35%) are located within gene bodies (ex-
cluding promoters) and intergenic regions (10%). This
study focuses on the properties of the binding sites
residing outside promoters. The ChIP-Seq profiles of
the proteins Aefl, GCNb5 (the SAGA complex), OSA
(the SWI/SNF complex), ORC2 (the ORC complex),
and histone H3 were utilized for the analysis [14, 24,
26, 27]. We analyzed the enrichment in each of these
proteins at two categories of sites: the Aefl binding
sites at promoters and outside them (Fig. 1). The re-
sults show that the protein complexes under study
are recruited to both groups of sites with approx-
imately equal efficiency, although the sites outside
the promoters are characterized by lower levels of
the OSA and ORC2 proteins. An analysis of the his-
tone H3 distribution revealed that all the Aefl bind-
ing sites were nucleosome-depleted regions, which is
typical of active regulatory elements involved in tran-
scriptional regulation [36].

Aefl binding sites colocalize with active enhancers

The Aefl binding sites located outside promot-
ers were analyzed to better understand the nature
of the binding sites. Several studies have shown
that Aefl is recruited to enhancers of the adh, ypl,
and yp2 genes, affecting their transcription [28-30].
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Histone tag H3K27Ac mediated by acetyltrans-
ferase CBP/p300/Nejire is an active enhancer mark.
The chromatin remodeling complex SWI/SNF and
acetyltransferase CBP/p300/Nejire are recruited to
ecdysone-dependent enhancers, which is needed for
transcription activation [14]. We aimed to examine the
genomic colocalization of the CBP protein and histone
tag H3K27Ac at Aefl binding sites. The previous-
ly obtained ChIP-Seq profiles of CBP and H3K27Ac
[14, 34] were used. Figure 2 demonstrates that Aefl
binding sites are characterized by CBP and H3K27Ac
recruitment. Therefore, it can be inferred that a sig-
nificant portion of Aefl binding sites colocalize with
active enhancers.

We noticed that CBP and H3K27Ac also tag the
Aefl binding sites residing in promoters and analyzed
another group of sites; namely, the promoters lacking
the Aefl protein (Fig. 2, lower panels). An analysis
of these sites revealed low CBP and H3K27Ac lev-
els. Hence, recruitment of CBP and the high-intensity
H3K27Ac signal at Aefl-carrying promoters correlate
with the presence of an Aefl binding site rather than
with the promoter in general.

We decided to identify the potential consensus mo-
tif responsible for Aefl binding at promoters and
outside them using the MEME-ChIP software. An
identical consensus motif (CAA)n was identified in
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Fig. 2. Genomic colocalizations of the Aef1, CBP, and
H3K27 Ac proteins at three groups of sites: at Aef1 sites
on promoters (upper panels); at Aef1 sites outside pro-
moters (middle panels); and at promoters without Aef1
(lower panels). The names of the respective proteins are

displayed at the top of the panels

both groups of sites (Fig. 3), which had been identi-
fied previously across the entire set of sites [26], sug-
gesting that both groups of sites appear owing to the
DNA-binding properties of Aefl per se rather than
via looping of other regulatory elements. These find-
ings are consistent with the data showing that an ex-
perimentally confirmed Aefl binding site within the
adh gene enhancer contains the CAACAA sequence.

The Aefl protein is involved

in transcriptional regulation

As mentioned earlier, Aefl binding sites are localized
both within and outside gene promoter regions. Both
groups of sites colocalize with active enhancer marks,
indicating that the Aefl protein could play a role in
transcriptional regulation. For this purpose, we con-
ducted a RNA-Seq analysis on Drosophila S2 cells
(under normal conditions and with RNA interference
targeting the Aefl protein). The analysis identified
342 genes whose expression was significantly altered
(g-value < 0.05) upon RNA interference targeting
Aefl. All the genes affected by RNA interference tar-
geting the Aefl protein were categorized into sev-

A 27 E-value: 4.0e-494
JoacAACRACAA.
B ?1 E-value: 1.4e-1125
“ AAQAACAACAAQ Aa

Fig. 3. The potential consensus binding motif of the Aef1
protein identified at promoter sites (A) and outside pro-
moters (B). The E-value shows the statistical significance
of the result and represents the probability of a random

match

eral groups, depending on whether there were Aefl
binding sites within the gene. It turned out that 57
(17%) genes contained Aefl exclusively in their pro-
moters, 52 (15%) genes contained Aefl only in poten-
tial enhancers, and 69 (20%) genes had Aefl in both
promoters and enhancers. A total of 164 (48%) genes
lacked Aefl binding sites. These findings suggest that
the Aefl protein localized in both promoters and en-
hancers is involved in transcriptional regulation. The
results also imply that Aefl may act either directly
or indirectly, since there are no binding sites in half
of the genes. It is fair to assume that there may exist
looping between Aefl binding sites (potential enhanc-
ers) and distal promoters.

CONCLUSIONS

This study has demonstrated that the Aefl zinc fin-
ger protein is involved in transcriptional regulation.
RNA interference targeting the Aefl protein affects
the transcription of 342 genes in Drosophila S2 cells.
Approximately half of these genes carry Aefl bind-
ing sites in neither the promoter region nor the gene’s
body, which may be indicative of the indirect mech-
anisms of transcriptional regulation (e.g., via looping
between enhancers and promoters). An analysis of
Aefl binding sites demonstrated that they colocalize
with active enhancer marks: CBP protein and histone
tag H3K27Ac. It is the general property of Aefl bind-
ing sites that is independent of whether they reside in
promoters or in the intergenic regions. Aefl-carrying
promoters are much more enriched in the CBP pro-
tein and H3K27Ac compared to promoters lacking
Aefl. That suggests that this property is specific to
Aefl binding sites rather than to promoters in gener-
al. It is known that several Drosophila enhancers con-
taining Aefl reside near transcription start sites (e.g.,
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the adh gene enhancer) [30]. It can be hypothesized
that Aefl is a purely enhancer-associated protein, and
that its localization at promoters may result from its
recruitment to adjacent enhancers.

Our earlier studies [18, 19] have demonstrated that
the Su(Hw) protein recruits the SAGA and dSWI/SNF
complexes to its binding sites, resulting in the forma-
tion of nucleosome-depleted regions and recruitment
of the ORC replication complex. Further experiments
identified four additional zinc finger proteins (CG9890,
CG9609, Aefl, and CG10543) colocalized with the
SAGA, SWI/SNF, and ORC complexes [23—-27]. The
Su(Hw) protein is predominantly located in intergenic
regions at insulators, while the CG9890, CG9609, and

CG10543 proteins mainly localize with promoters. Our
study has demonstrated that Aefl binding sites colo-
calize with active enhancer marks. Despite the differ-
ences in genomic localization, all these proteins share
properties with respect to the SAGA, SWI/SNF, and
ORC complexes. We hypothesize that positioning of
the ORC complexes in the genome is regulated by the
DNA-binding proteins responsible for the formation
of various regulatory elements, including insulators,
promoters, and enhancers. We have demonstrated that
Aefl can be an example of such a protein. ®

This work was supported by the Russian Science
Foundation (grant No. 20-14-00269).
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ABSTRACT The Pou5f1 gene encodes the Oct4 protein, one of the key transcription factors required for main-
taining the pluripotent state of epiblast cells and the viability of germ cells. However, functional genetics
provides convincing evidence that Pou5f1 has a broader range of functions in mouse ontogeny, including sup-
pression of atherosclerotic processes. Related studies have primarily focused on the functions of the Oct4 pro-
tein, while the regulatory sequences within the Pou5f1 gene have not been considered. In this study, we have
developed a genetic model which is based on mouse embryonic stem cells (ESCs) for assessing the roles of
the Pou5f1 gene promoter in the transcriptional regulation of neighboring genes within the major histocom-
patibility complex (MHC) locus. We have demonstrated that deletion of this promoter affects the expression
of selected genes within this locus neither in ESCs nor in the trophoblast derivatives of these cells. A nota-
ble exception is the Tcf19 gene, which is upregulated upon Pou5f1 promoter deletion and might be associat-
ed with the atherosclerosis pathology due to its pro-inflammatory activity. The developed genetic model will
pave the way for future studies into the functional contribution of the cis-regulatory association of Pou5f1,
Tcf19, and, possibly, other genes with the atherosclerotic phenotype previously reported for mice carrying the
Poudf1 promoter deletion in vascular endothelial and smooth muscle cells.

KEYWORDS Pousf1, Oct4, embryonic stem cells (ESCs), major histocompatibility complex, trophectoderm, reg-
ulation of gene expression.

ABBREVIATIONS iPSC - induced pluripotent stem cells; TLCs — trophoblast-like cells; ESCs — embryon-
ic stem cells; MEFs — mouse embryonic fibroblasts; MMC — mitomycin C; Fgf4 — fibroblast growth factor
4; TFNy — interferon y; LPS — lipopolysaccharide; MHC — major histocompatibility complex; gRNA — guide
RNA; GR - glucocorticoid receptor.

INTRODUCTION

The Oct4 protein, which is also known as a component
of the Yamanaka cocktail and is used for the repro-
gramming of somatic cells into induced pluripotent
stem cells (iPSCs), is among the key factors respon-
sible for maintaining the pluripotent state of epiblast
cells and their cultured analogs, embryonic stem cells
(ESCs) [1]. ESCs and iPSCs, collectively referred to
as pluripotent stem cells (PSCs), are capable of un-
limited proliferation and differentiation into any type
of somatic cells. The aforementioned properties make
these cells a valuable tool for studying early embry-
ogenesis, in vitro modeling of genetic diseases, and
developing approaches in regenerative medicine. The
self-maintenance and the choice of differentiation lin-
eage of PSCs critically depend on Oct4 expression [2],
with even slight changes in its levels having a signifi-
cant effect on the fate of the PSCs [3, 4].
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The transcription factor Oct4 is encoded by the
Poubfl gene, which resides within the major histo-
compatibility complex (MHC) gene cluster. The Pou5f1
gene is located on the short arm of human chromo-
some 6 and on mouse chromosome 17 (Fig. 1). In both
cases, this locus is among the most densely packed
genomic regions [5] and comprises numerous genes
encoding the proteins involved in the innate and
adaptive immune responses and, particularly, those
responsible for antigen processing and presentation
[6].

Until today, it has been believed that a distal en-
hancer interacting with the Pou5f1 promoter in “na-
ive” PSCs, as well as a proximal enhancer being ac-
tive in primed pluripotent cells, are sufficient to
provide for the regulation of Poubf1 expression and,
therefore, proper functioning of PSCs and their prop-
er exit from pluripotency [7, 8]. However, along with
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Fig. 1. Schematic representation of the Pou5f1-MHC locus. A schematic depiction of the Pou5f1-MHC locus for human
(top) and mouse (bottom). Genes analyzed in this study are highlighted: Pou5f1, in green; MHC genes, in orange;
the genes potentially interacting with Pou5f1, including Tcf19, in red. The directions of transcription of the Pou5f1 and
Tcf19 genes are additionally indicated with arrows. The figure was created using BioRender

the classical regulatory elements of the Poubfl gene
(the promoter, distal and proximal enhancers) de-
scribed by Yeom et al. back in 1996 [9], advances in
high-throughput sequencing techniques have led to
the discovery of numerous, previously unknown cis-
regulatory elements that affect the expression of this
gene [10, 11]. Hence, it has become clear that regula-
tion of the Poudf1 gene is a much more fine-tuned
process than previously thought. To date, the specific
roles of the individual regulatory elements involved
in Poudf1 expression control have been poorly char-
acterized. Diao et al. demonstrated that just 17 out of
the 41 identified regulatory elements of Poubf1 serve
as promoters for other protein-coding genes, including
its nearest neighbor — Tcf19 [10]; however, it is un-
clear whether there is an opposite cis-regulatory as-
sociation between Pou5f1 and the neighboring genes.
Some findings showing a correlation between the risk
of developing psoriasis and polymorphisms in the pro-
moter region and the first exon of the Poudf1 gene
imply that there can be such an association [12].

An inverse correlation between Poubf1 and MHC
gene expression during ontogenesis has an interest-
ing aspect. It is believed that in mouse ESCs, the
expression level of MHC class I and II genes is low,
while it increases during the differentiation of these

cells [13, 14]. Meanwhile, according to the current
paradigm, Poudf1 expression is confined to PSCs and
germ cells [9]. Therefore, it is possible that the pro-
tein-encoding activity of the Poudfl gene switches
to the cis-regulatory one required to activate MHC
genes. This mechanism is consistent with the find-
ings in experiments on mice carrying a deletion of
the Poudf1 promoter region in smooth muscle and
endothelial cells, which have shown a significantly
deteriorated atherosclerotic phenotype, causing re-
duced plaque stability, lipid accumulation, inflam-
mation, reduction of the mitochondrial membrane
potential in endothelial cells, and decreased smooth
muscle cell migration [15, 16].

In this study, we developed a genetic model that al-
lowed us to assess the cis-regulatory function of the
Poubf1 promoter region with respect to the genes
within the Poubf1-MHC locus in ESCs and their dif-
ferentiated progeny. Following a successful differen-
tiation of ESCs into the trophoblast lineage via forced
Cdx2 expression, we did not observe any regulatory
role of the Poudf1 promoter region in the expression
of various genes within the MHC locus. However, we
found that the Pou5f1 promoter represses the expres-
sion of the Tcf19 gene in both mouse ESCs and their
trophoblastic derivatives.

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE | 65



RESEARCH ARTICLES

EXPERIMENTAL

Obtaining mitotically inactivated
embryonic fibroblasts
Mouse embryonic fibroblasts (MEFs) were isolated
in accordance with the current animal welfare laws
of the Russian Federation, with approval from the
Institute’s Ethics Committee (protocol No. 12/23).
MEFs derived from C57BL/6 mouse embryos
(12-14 d.p.c.) were cultured on adhesive plastic pre-
treated with a 0.1% gelatin solution (Sigma, USA). The
cells were cultured in a DMEM GlutaMAX medium
(Gibco, USA) supplemented with 10% HyClone FBS
(Cytiva, USA) and 1X penicillin/streptomycin (Gibco).
After 4-5 passages, once a confluent cell monolayer
had been formed, the MEFs were incubated for 2.5 h
in a medium supplemented with 10 pg/mL mitomy-
cin C (MMC, Sigma). After incubation, the cells were
washed with PBS and cryopreserved for future use.

Culturing of ESCs

Mouse embryonic stem cells (ESCs) were cultured at
37°C in a humidified atmosphere containing 5% CO,
on plates for adherent cell cultures. A feeder layer of
mitotically inactivated mouse embryonic fibroblasts
(MMC-MEFs) with a density of 36 X 10° cells/cm?
seeded into wells one day prior to the addition of
ESCs, was used as a substrate. The cells were cul-
tured in a standard S/L ESC medium containing
KnockOut DMEM (Gibco) supplemented with 15%
HyClone FBS (Cytiva), 1XNEAA (Gibco), 1X peni-
cillin/streptomycin (Gibco), 0.1 mM B-mercaptoetha-
nol (Sigma-Aldrich), 2 mM L-glutamine (Gibco), and
1:5,000 in-house generated hLIF.

For reverting ESCs to the naive pluripotent state,
we used the 2i/L medium containing N2B27 (a mix-
ture of DMEM/F12 (Gibco) and Neurobasal (1 : 1))
enriched with 1x N2, 1x B27 (without retinoic acid,
Gibco), 50 uM B-mercaptoethanol (Sigma-Aldrich),
0.005% BSA (Sigma), 1% penicillin/streptomycin
(Gibco), and 2 mM L-glutamine (Gibco) supplement-
ed with 3 uM CHIR99021 (Axon), 1 uM PD0325901
(Axon), and 1 : 5,000 hLIF. The culture plates were
pre-treated with a 0.01% poly-L-ornithine solution
(Sigma).

Plasmids

The plasmid pRosa26-GOF-2APuro-MUT was con-
structed based on the plasmid Rosa26-GOF-2APuro
described earlier [17]. pRosa26-GOF-2APuro-MUT
carries a 9.8-kb fragment of the Poubf1 gene, includ-
ing its proximal and distal enhancers, homology arms
targeting the Rosa26 locus, and a gene coding for re-
sistance to a selectable marker, puromycin. A point
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synonymous mutation was introduced into the PAM
sequence of the first exon of Pou5f1 within the plas-
mid pRosa26-GOF-2APuro to prevent knockout of ex-
ogenous Poubf1.

The plasmid pRosa26-GR-Cdx2 carrying the Cdx2
sequence “fused” to the ligand-binding domain of the
glucocorticoid receptor (GR) was ligated using con-
structs obtained earlier [18]. This plasmid also carries
the gentamicin resistance gene and homology arms
targeting the Rosa26 locus. A sequence of guide RNA
(gRNA) 5’-ACTCCAGTCTTTCTAGAAGA-3 paired
with Cas9 nickase was used to incorporate the con-
structs into the alleles of the Rosa26 locus.

CRISPR/Cas9-mediated Poudfl1 knockout was
performed using gRNA 5'- ACTCGTATGCG-
GGCGGACAT-3’ encoded by the pX330-U6-Chime-
ric._ BB-CBh-hSpCas9-EGFP vector. The gRNA se-
quences were selected using Benchling, an online
platform (www.benchling.com).

Generating mutant ESC lines

In the first step of the generation of the Pou5f17;
Rosa26Poufi/Cdxz BESC line, the Poubf1v/*;Rosa26Po%7/+
line was used in order to produce cells with the
Pousf1 sequence placed in the Rosa26 locus and car-
rying a synonymous substitution within the first exon
of Poubf1 (the pRosa26-GOF-2APuro-MUT vector be-
ing utilized as a donor sequence). Next, to perform an
endogenous Poubf1 knockout, Pou5f1"*;Rosa26 %+
ESCs were transfected with the gRNA-/Cas9-
encoding plasmid. Transfection was conducted us-
ing FuGene HD (Promega), in accordance with the
manufacturer’s protocol. The knockout of endoge-
nous Poudf1 alleles and intact state of the exogenous
construct within the Rosa26 locus were verified by
Sanger sequencing of TA-cloned alleles (Fig. 2) that
involved cloning amplicons of these alleles into the
pAL2-T vector (Evrogen).

In order to generate Poubf17/;Rosa26¥ow5/1/Cdx2 gnd
Pou5f1%,Rosa267w/1/cd=2 ESCs, the GR-Cdx2 sequence
was incorporated into the second Rosa26 allele of the
aforementioned ESC lines. The pRosa26-GR-Cdx2
vector was used as a donor sequence. Colonies were
selected during six days using the geneticin antibiotic
(G418) at a concentration of 500 pg/mL.

Trophoblast differentiation

The Poubfl/;Rosal26°u/1/Cdx2 and Poubf14/4,
Rosa26Powit/cdz2 ESC lines were cultured in the S/L
medium supplemented with G418 (500 pg/mlL,
Neofroxx) and puromycin antibiotics (1 pg/mL,
Sigma-Aldrich). The cells were reverted to their
naive state by culturing under 2i/L conditions for
7 days and then passaged into wells coated with an
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Note: "-/-" 1-3 — numbers of biological replicates for Pou5f1/-;Rosa26"°*"'/+ ESCs

MMC-MEF layer, then cultured in the TS medium
based on a RPMI 1640 medium (Gibco) supplement-
ed with 20% HyClone FBS (Cytiva), 1 mM sodium
pyruvate (Gibco), 1% penicillin/streptomycin (Gibco),
0.1 mM pB-mercaptoethanol (Sigma-Aldrich), 2 mM
L-glutamine (Gibco), 1 pg/mL heparin (Hep) (Sigma-
Aldrich), and 25 ng/mL fibroblast growth factor 4
(Fgt4) (Peprotech). The medium was pre-conditioned
on MMC-MEFs for 72 h. A mixture of conditioned
and fresh media at a 7 : 3 ratio was used for cell cul-
turing. Dexamethasone (1 pM, Belmedpreparaty) and
G418 (500 pg/mL, NeoFroxx) were added to the cells
the next day after passaging. Four days later, the cells

were reinoculated and cultured either in the stand-
ard TS medium or in the inflammation-mimicking
TS medium. The latter was supplemented with ei-
ther 300 U/mL interferon-gamma (IFNy, ProSpec)
or 1 pug/mL E. coli lipopolysaccharide (LPS, Sigma-
Aldrich). Expression of trophoblast markers in the
cells was analyzed one day after eliciting a pro-in-
flammatory response.

Quantitative RT-PCR

RNA was isolated using an RNA Solo kit (Evrogen);
1 pg of total RNA was utilized for cDNA synthe-
sis. cDNA was synthesized in the presence of a
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RiboCare RNase inhibitor and MMLV reverse tran-
scriptase (Evrogen). Real-time PCR was conduct-
ed on a LightCycler® 96 system (Roche) using 5X%
gqPCRmix-HS SYBR (Evrogen). Primer specificity
and the optimal annealing temperatures (T,) were
pre-verified by PCR and electrophoresis using 4%
agarose gel. Table 1 lists the primer sequences and
the selected T, values. The GAPDH housekeeping
gene was utilized as a reference gene. At least three
biological replicates and two technical replicates were
used for each cell line.

RESULTS

Generation of control Pou5f1 knockout ESC lines
In order to investigate the cis-regulatory role of the
Poudf1l promoter region in ESCs and their differ-
entiated derivatives, we used the previously gener-
ated ESC line carrying a Cre-mediated deletion of
the loxP-flanked promoter and the first exon of the
Poubf1 gene. These cells maintain pluripotency owing
to the expression of an exogenous Poudf1 fragment
inserted into the Rosa26 locus (Pou5f1%*,Rosa26 /)
[17]. The deletion in this cell line is identical to that
introduced when studying the role of the transcrip-
tion factor Oct4 in mouse cellular models of ather-
osclerosis (smooth muscle and endothelial cells) [15,
16]. We complemented this cell line with a new con-
trol line, Pou5f17/;Rosa26™°%/* where endogenous
Poubf1 had been knocked out via indel mutations
in the first exon. Like for the Pou5f1%;Rosa26 o« /i/+
cell line, Oct4 expression was maintained via a 9.8-kb
Poudf1 fragment inserted into one of the Rosa26 al-
leles (Fig. 2A). This approach helped to eliminate the
variability of Oct4 expression between the two ESC
lines. This variability would inevitably arise when us-
ing the Pou5f14* cell line. Importantly, the Pou5f1- al-
lele had retained an intact promoter, making it pos-
sible to compare its functions directly with those of
the Poubf1* allele. Previously, we have found that
the Rosa26™*/! allele can ensure self-maintenance of
Poubf14*;Rosa26™*/* ESCs; however, these cells are
unable to differentiate properly because the 9.8-kb
Poubf1 fragment lacks all the essential cis-regulato-
ry elements responsible for proper gene regulation
during differentiation [17]. Therefore, directed dif-
ferentiation of Poubf14*;Rosa267°%f/* and Poubf17,;
Rosa26™u/U* ESCs represented a separate problem
that needed to be addressed in this study.

Assessment of the ability of generated ESCs
to differentiate into the trophoblast lineage
We chose the trophoblast lineage to differentiate
ESCs into. It is known that trophoblast cells, which
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ultimately segregate at the late blastocyst stage as
trophectoderm, endow maternal immune tolerance
to the fetus after implantation by actively synthesiz-
ing non-classical MHC molecules [19]. Furthermore,
trophoblast segregation is accompanied by Poubf1
silencing [20], which may trigger promoter activity
switch from regulating Poubf1 itself to regulating the
neighboring MHC-cluster genes [21]. Therefore, we
concluded that trophoblast differentiation may serve
as a suitable model for assessing gene expression pro-
files within the Poubf1-MHC locus.

The differentiation protocol was based on forced
expression of Cdx2, a key master regulator of tropho-
blast development [22, 23], which was also inserted
into the Rosa26 locus. The approach was chosen as
the most straightforward alternative to those relying
on media and growth factors, owing to its simplicity
and the available published protocols. For controlled
trophoblast differentiation, we used Cdx2 as a compo-
nent of the fusion protein containing a ligand-binding
domain of a glucocorticoid receptor (GR) that was
activated by adding dexamethasone (Dex) to the me-
dium. Figure 3A shows the final configurations of the
Poubf1¥%Rosa26"w5/1cdxz and Poubf17;Rosa26Pow1/cdx2
ESC lines.

Since the efficiency of trophoblast differentia-
tion of ESCs under forced Cdx2 expression depends
on the pluripotent stage [24], at the initial differen-
tiation stage, Pou5f14*;Rosa26°%/1/C&2 and Poubf17,
Rosa26"wiitdx2 ESCs were reverted to their naive state
by 7-day culturing in the 2i/LL medium. Furthermore,
this experimental timepoint was used for monitoring
changes in gene expression over time. The second and
hinge study point was on Day 6 of cell culturing in the
presence of dexamethasone, corresponding to Day 14
of the entire experiment (Fig. 3B).

By Day 6 of culturing in the presence of Dex, the
cells, which originally had had a dome-shaped (under
the SL conditions) or spherical (under the naive 2iL.
conditions) colony shape, had morphed into flat colo-
nies with clearly defined borders and an angular cell
morphology, resembling those previously described
for trophoblast stem cells [22, 23] (Fig. 44).

An analysis of the marker expression profile on
Day 6 of differentiation in the presence of Dex re-
vealed a significant decline in the Oct4 mRNA level
(compared to that in naive ESCs) and an increase in
the levels of trophectoderm marker mRNA in both
cell lines. Mouse placenta was used as a control for
the expression levels of trophoblast markers. The to-
tal Cdx2 levels in both ESC lines were significantly
higher than that in the placenta. Differential anal-
ysis of endogenous Cdx2 and exogenous GR-Cdx2
mRNA levels established that this difference in the
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Table 1. List of oligonucleotides used for quantitative real-time PCR

Primer Nucleotide sequence 53’ T, °C Amplicon size, bp
qGAPDH-F ACCCTTAAGAGGGATGCTGC 60 83
qGAPDH-R CGGGACGAGGAAACACTCTC

qOct4A-F AGTGGAAAGCAACTCAGAGG 60 e
qOct4A-R AACTGTTCTAGCTCCTTCTGC
qCdx2-F AGTCCCTAGGAAGCCAAGTGAA 60 96
qCdx2-R AGTGAAACTCCTTCTCCAGCTC
qCdx2GR-F GCTGAAATCATCACCAATCAGATAC - 50
qCdx2GR-R CGCACGGAGCTAGGATACAT

qCdx2endo-F

AGGCTGAGCCATGAGGAGTA

gCdx2endo-R

ctGAGGTCCATAATTCCACTCA

60

125

gqMash2-F CGGGATCTGCACTCGAGGATT = 36
qMash2-R CCCCGTACCAGTCAAGGTGTG
qTctap2C-F CGTCTCTCGTGGAAGGTGAAG 60 114
qTctap2C-R CCCCAAGATGTGGTCTCGTT
gqHand1-F CCTACTTGATGGACGTGCTGG 60 199
gHand1-R TTTCGGGCTGCTGAGGCAAC
qElf5-F CATTCGCTCGCAAGGTTACT 60 133
qElf5-R GAGGCTTGTTCGGCTGTGA
qH2-K1-F TCCACTGTCTCCAACATGGC 60 113
qH2-K1-R CCACCTGTGTTTCTCCTTCTCA
qH2-Q6,8-F CTGACCCTGATCGAGACCCG 60 112
qH2-Q6,8-R TGTCCACGTAGCCGACGATAA
qH2-Q7,9-F GAGCTGTGGTGGCTTTTGTG 68 .
qH2-Q7,9-R TGTCTTCATGCTGGAGCTGG
qH2-Q10-F ACATTGCTGATCTGCTGTGGC 60 190
qH2-Q10-R GTCAGGTGTCTTCACACTGGAG
qH2-Dmbl-F ATGGCGCAAGTCTCATTCCT 68 95
qH2-Dmbl-R TCTCCTTGGTTCCGGGTTCT
qH2-BI-F ACCGGCTCCAACATGGTAAA 60 114
qH2-BI-R AGGAAGGATGGCTATTTTTCTGCT
qH2-T23-F ATAGATACCTACGGCTGGGAAATG 60 e
qH2-T23-R AGCACCTCAGGGTGACTTCAT
qTcf19-F GATGATGAGGTCTCCCCAGG 60 107
qTcf19-R TTTCCCTGTGGTCATTCCCC

qPsors1C2-F

CTGTGTGCAGGAGGCATTTC

gPsors1C2-R

AGGGATCACCAGGGATTGGG

68

86

Gm32362-F GTCTGGAGAACCAAAGACAGCA
Gm32362-R TTACAGCTTGGGATGCTCTTC 60 1
Prrc2a-F GAGATCCAGAAACCCGCTGTT 60 104
Prrc2a-F TTCAGGCTTGGAAGGTTGGC
Neul-F CCGGGATGTGACCTTCGAC 60 197
Neul-R CAGGGTCAGGTTCACTCGGA
TNF-F GTGCCTATGTCTCAGCCTCTT 60 117
TNF-R AGGCCATTTGGGAACTTCTCATC
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total Cdx2 levels was due to an induced overexpres-
sion of GR-Cdx2. Meanwhile, the endogenous Cdx2
level also increased to a level akin to that in placenta.
We revealed no statistically significant differences in
Cdx2 expression between the Pou5f14*;Rosal6rour1/Cdx2
and Poubf17;Rosa26"+/cdx2 ESCs, which is important
for proper data interpretation. Moreover, expression
of other trophectoderm markers (Tcfap2c, Mash2, and
Handl) was also demonstrated for the resulting tro-
phoblast-like cells TLCs (Fig. 4B).

Assessment of the impact of the Pou5f1

promoter region on gene expression

within the Pou5f1-MHC locus

During the experiment, the cells were divided into
groups and exposed to IFNy or lipopolysaccharide
(LPS). IFNy and LPS are commonly utilized in vari-
ous in vitro and in vivo inflammation models, so we
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addressed the hypothesis holding that induction of
pro-inflammatory signals would promote the upreg-
ulation of the expression of immune-related genes,
including the MHC genes, which would allow to more
thoroughly assess the differences in the expression
of the selected genes between generated cell lines.
However, the differences in the expression of sev-
eral MHC genes (H2-K1, H2-T23, H2-Bl, H2-Dmbl,
H2-Q6,8, and H2-Q7,9) had been induced already
by culture conditions, while their expression levels
were identical in the Poubf1%2;Rosa267°u5fV/Cd=2 and
Pou5f17;Rosa26rur/Cdx2 ESCs (Fig. 5A). Tcf19 was the
only gene whose expression was significantly differ-
ent between the two genotypes (Fig. 5B). Notably,
in undifferentiated Pou5f1%*;Rosa26"°wf1/cdz2 ESCs
cultured under naive (2i/L) conditions, Tefl9 ex-
pression was already elevated compared to that of
Poubf17;Rosa26w1/Cd=2 ESCs (Fig. 5C).
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DISCUSSION

The question regarding the existence of Poudfl ex-
pression outside the generally accepted concept of
pluripotency remains to be addressed. The available
evidence suggests that Poudf1 plays no functional role
in differentiated mammalian cells, as indicated by the
absence of phenotypic effects to the knockout of this
gene and potential errors in the interpretation of the
immunostaining and RT-PCR data [25-27]. On the
other hand, recent research using functional genetic
approaches convincingly demonstrates the role played
by Poudf1 in somatic cells. Among those, there are
studies describing the effect of Poudf1 knockout in

A/A

Fig. 4. Validation of the ability
of Pou5f12/2:Rosa2Peus!1/Cdx2
and Pou5f1/-;Rosa26Pous1/Cdx2
ESC lines to differentiate to-
wards the trophoblast lineage.
(A) Morphological charac-
teristics of cells at different
stages of differentiation: serum
(S/L) culture conditions (left),
naive (2i/L) culture conditions
(middle), and trophectoderm
cells induced by Dex treat-
ment for six days (right). (B)
Analysis of the expression of
trophoblast markers (Cdx2,
Tcfap2C, Mash2, and Hand1)
during differentiation com-
pared to placenta. Designa-
tions are the same as those in
Fig. 3A."P<0.05; "P <0.01;
P <0.001 according to
ANOVA

Cdx2-endo

2.0

©
2
c
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o

Hand1

Placenta

smooth muscle and endothelial cells, as well as the
study by Zalc et al,, who had revealed Pousf1 reacti-
vation in cranial neural crest cells and substantiated
its role in enhancing the differentiation potential of
these cells during embryogenesis [15, 16, 28].

Our hypothesis could integrate the reported find-
ings from the perspective of the cis-regulatory prop-
erties of the Poudf1 promoter, confirming the activ-
ity of this gene on the one hand, while, on the other
hand, decoupling it from the Oct4 protein, the product
of this gene.

Elucidating the precise mechanism of how the
Poubf1 gene functions in the context of atheroscle-
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Fig. 5. Comparison of
Pou5f1-MHC locus-related

gene expression between the
Pou5f12/%;Rosa26Pe51/ 42 and
Pou5f1-/-;Rosa26Pow!/Cdx2 cell
lines under standard and pro-in-
flammatory culture conditions.
(A, B) Comparison of the rela-
tive mRNA levels between the
Pou5f14/%;Rosa26P5"1/ 42 and
Pou5f1-/-;Rosa26Pow!/Cdx2 ESC
lines after six days of culture with
dexamethasone (Dex) under
standard and pro-inflammatory
conditions (with IFNy or LPS).
Panel (A) presents the expres-
sion analysis of MHC class | and

Il genes; panel (B) compares the
expression of the genes with-

in the Pou5f1-MHC locus that
were previously demonstrated
to exhibit cis-regulatory activity
towards Pou5f1. (C) Comparison
of the expression of the genes
from panel (B) in undifferentiated
Pou5f12/4;Rosa26P°u51/¢dx2 gnd
Pou5f1/-;Rosa26Pw!1/Cdx2 ESCs
cultured under 2i /L conditions.
Figure legend is the same as that
in Fig. 3A. P <0.05; "P <0.01;
"™P <0.001 according to ANOVA.
Comparisons were performed
between the "A /A" and - /-" cell
lines under each culture condition,
as well as between different con-
ditions using the Tukey's test
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rosis is a critical endeavor whose resolution is of cer-
tain importance not only for fundamental research,
but also for potential medical applications. Thus, if
the effects reported for atherosclerosis models have
anything to do with the transcription factor Oct4, it
should be regarded as a potential effector protein in
the therapy of this disease. If the atherosclerotic phe-
notype is related to the cis-regulatory activity of the
Poubf1 promoter, the focus of therapeutic strategies
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should be shifted toward the modulation of this ac-
tivity.

Unlike the approach presented in this work, the
earlier models for studying the Pou5f1 gene were pri-
marily designed to investigate its function in pluripo-
tent stem cells, and the pluripotency of the cells was
maintained using transgenic Poudfl cDNA under the
control of constitutive promoters [3, 29]. Not only did
our approach allow us to generate an isogenic pair of
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cell lines with Poudf1 expression inactivated during
directed differentiation, but it also made it possible
to compare them because of the identical location of
exogenous Poudf1, which would have been impossible
if lentiviral vectors had been used. We believe that
the developed model can help answer the question
regarding Poubf1 expression in differentiated cells.
The present study is the first step towards doing that.
Although we did not observe any sweeping effect of
Poubfl promoter deletion on the expression of the
genes within the MHC locus, one of the studied genes,
Tcf19, was found to be susceptible to the introduced
modifications. Interestingly, this gene is the nearest
neighbor of Pou5f1, which may facilitate the interplay
between their regulatory sequences. On the other
hand, since the observed differences between the cell
lines arise at the pluripotent stage, the mechanistic
scenario for the effect of the introduced deletion can
be considered definitely plausible. Thus, in the case of
competition between the transcriptional machineries
of the oppositely oriented Tcf19 and Poudf1 genes, de-
letion of the Poudf1 promoter may relieve transcrip-
tional interference, thereby favoring the expression of
Tcf19. Although such a highly specific effect was un-
expected, it appears to be consistent with the central
concept of pluripotency. Being transcriptionally active
in pluripotent cells, Poudf1 may, through alterations in
its activity (e.g., due to specific mutations), affect the
expression of Tcf19, potentially initiating a cascade of
gene regulatory disruptions in daughter cells, includ-
ing non-pluripotent ones. In turn, it may contribute
to the development of various pathologies. This hy-
pothesis offers a plausible explanation for the find-
ings obtained in studies that have focused on Poudf1
polymorphisms associated with psoriasis [12], especial-

ly taking into account the association between Tcf19
and this disease [30, 31]. Interestingly, Tcf19 may also
be involved in inflammatory responses, thus linking
our findings to the data obtained using atheroscle-
rosis models [32, 33]. A point of difference lies in the
fact that Poudf1 knockout in those models was con-
ditional; i.e., it was induced specifically in vascular
smooth muscle or endothelial cells. Nonetheless, it re-
mains possible that even the deletion of a methylated
Poudf1 region could enhance Tcf19 expression, which
requires further investigation.

CONCLUSIONS

In this study, we developed a unique genetic mod-
el for investigating the role of the Poubf1 promot-
er sequence in the regulation of the expression of
the genes that do not play a crucial role in pluripo-
tent cells, providing a tool for uncovering potential
non-classical functions of Poudfl in differentiated
cells. We have partially confirmed the hypothesis on
the cis-regulatory activity of the Poudfl promoter
region with respect to the genes residing within the
Poubf1-MHC locus (to be more precise, with respect
to its nearest neighbor, the Tcf19 gene). Future re-
search will focus on refining the regulatory landscape
of the Poubf1-MHC locus in other types of differen-
tiated cells. ®
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No. 24-75-10131, https.//rscf.ru/project/24-75-10131/)
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ABSTRACT In eukaryotic cells, the nonsense-mediated decay (NMD) pathway degrades mRNAs with premature
stop codons. The coupling between NMD and alternative splicing (AS) generates NMD-sensitive transcripts
(NMD targets, NMDTs) that play an important role in the gene expression regulation via the unproductive
splicing mechanism. Understanding this mechanism requires proper identification of NMDT-generating AS
events. Here, we developed NMDj, a tool for the identification, classification and quantification of NMDT-
generating AS events which does not rely on the best matching transcript partner principle employed by
the existing methods. Instead, NMDj uses a set of characteristic introns that discriminate NMDTs from all
protein-coding transcripts. The benchmark on simulated RNA-Seq data demonstrated that NMDj allows to
quantify NMDT-generating AS events with better precision compared to other existing methods. NMDj rep-
resents a generic method suitable for the accurate classification of arbitrarily complex AS events that gener-

ate NMDTs. The NMDj pipeline is available through the repository https://github.com/zavilev/NMDj/.
KEYWORDS unproductive splicing, nonsense mediated decay, NMD, splicing, regulation.

ABBREVIATIONS NMD - Nonsense Mediated Decay; NMDT — NMD target transcript; PTC — premature termi-
nation codon; AS — alternative splicing; UTR — untranslated region; nt — nucleotide.

INTRODUCTION

Eukaryotic cells express a large number of transcripts
from each gene through alternative splicing (AS). By
rough estimates, human protein-coding genes pro-
duce as many as ~150,000 expressed transcripts, an
average of 7.4 isoforms per gene [1]. However, only
half of these transcripts encode full-length proteins,
while the remaining part may contain premature
termination codons (PTC) [1, 2]. In eukaryotes, such
transcripts are selectively eliminated by the pathway
called the nonsense-mediated decay (NMD) [3].

In recent studies, it has been proposed that NMD
not only prevents the translation of truncated pro-
teins resulting from nonsense mutations and splicing
errors, but is also involved in a wide range of biologi-
cal processes, including gene expression regulation
[4]. Most RNA-binding proteins (RBPs) control their
own expression levels through a negative feedback
loop in which the gene product binds to its cognate
mRNA and induces AS that generates a PTC [5, 6].
It has been suggested that much of the impact of AS
on the eukaryotic transcriptional landscape is medi-
ated by the generation of NMD isoforms to limit gene
expression, rather than the expansion of proteome di-
versity [2].

Local splicing changes, that is, the ones confined to
a local region in the pre-mRNA, are one of the main
sources of transcripts that are NMD targets (NMDT).
Among the main types of local AS events, one can
distinguish the so-called poison and essential exons
which lead to the generation of NMDT upon exon in-
clusion and skipping, respectively, as well as the use
of alternative 5’- and 3’-splice sites and intron reten-
tion [7]. Some of them (for instance, intron retention)
may be involved in a particular biological process or
may be preferentially regulated by the same splic-
ing factor [8, 9]. However, the diversity of AS events
is not limited to the main types listed above [6]. The
task of characterizing complex AS events leading to
the emergence of NMDT appears in many studies re-
lated to gene expression regulation [10—12].

To date, the only solution to this problem has been
provided by the NMD Classifier [13]. Its approach is
based on the assumption of minimal evolution/regu-
lation, according to which NMDTs are the result of
evolutionary or regulatory events that alter minimally
the reading frame of a protein-coding transcript. That
is, NMD Classifier finds the most similar coding tran-
script (in terms of shared nucleotide sequence) for
each NMDT and considers the differences between
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the best partner transcript and NMDT which cause
a frameshift to be the generating AS event. However,
the probability of NMDT being derived from a pro-
tein-coding transcript via AS depends not only on the
similarity in their exon-intron architectures but also
on their expression levels. The coding transcript with
the highest expression level is more likely to be the
source of NMDT [14]. Furthermore, NMDT may be
derived from different transcripts with comparable
expression levels, which calls into question the valid-
ity of the approach based on the selection of only one
matching transcript partner.

In revisiting this problem, we developed NMDj, a
tool for systematic search, classification and quanti-
fication of NMDT-generating AS events which takes
into account all annotated transcripts and reports all
introns that distinguish NMDTs from protein-cod-
ing transcripts. NMDj provides a more detailed clas-
sification of NMDT-generating AS events than the
NMD Classifier. The coupling between NMD and AS
is a crucial post-transcriptional mechanism of gene
expression regulation [15]. Therefore, developing a
method for searching, classifying, and quantifying
AS events leading to NMDT which would take into
account all the diversity of transcript isoforms is
challenging. The NMDj method is aimed at tackling
exactly this problem. It receives a set of transcripts
in the form of an annotation database or transcript
models constructed from RNA sequencing data as
input, and provides the characterization of NMDT-
generating AS events and their quantification as out-
put.

EXPERIMENTAL

Genome annotation

The annotations of the human (GRCh38, version 108),
mouse (mm1l0, version 113), zebrafish (danRerll,
version 113), and Drosophila (dm6, version 113) ge-
nomes were downloaded from Ensembl in GTF for-
mat [16]. Only the transcripts of protein-coding genes
with at least one annotated NMDT were considered.
Transcripts without an annotated start or stop codon
were filtered out. Genes without either NMDT or pro-
tein-coding transcripts were not considered.

NMD Classifier

The NMD Classifier source code was downloaded
from [13]. To quantify local splicing alterations, the
NMD Classifier output was converted to a list of al-
ternative splice junctions corresponding to the four
main types of AS events: alternative exons, alternative
5’- and 3’-splice sites, and intron retention (NMD in,
NMD_ex, A5SS, A3SS, NMD_IR, nNMD_IR).

76| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025

The NMDj pipeline

The pipeline departs from a transcript annotation
file in GFF/GTF format [17]. The following four fea-
tures ("transcript”, "exon”, “start_codon” and "stop_
codon”) and three attributes ("gene_id”, "transcript_
id”, "transcript_type”) are considered. In addition
to the main GFF/GTF file, NMDj can also accept a
secondary input containing “transcript” and “exon”
features, along with the “transcript_id” attribute.
In this case, each transcript from the additional file
is assigned to a gene from the main file based on
the maximum number of common introns and a se-
quence overlap of at least 50%. For transcripts that
were assigned to genes, the longest open reading
frame is selected from those containing the anno-
tated start codons and the corresponding start and
stop codon positions are added to the annotation. As
in Ensembl [18], a transcript is annotated as NMDT
if there is an intron at least 50 nt downstream of
the stop codon position.

Next, for each NMDT, NMDj considers the genomic
interval spanning from the last splice site shared by
NMDT and any protein-coding transcript with the
same phase, or start codon in the absence of such, to
the 3’end of the exon with PTC, or the closest down-
stream transcript end, if NMDT shares its stop co-
don with a protein-coding transcript. The character-
istic introns are defined as all introns overlapping the
genomic interval of interest except those shared by
the NMDT and any coding transcript. The NMDT-
generating AS event is defined as the set of char-
acteristic introns described above. AS events from
a pair of NMDTs are merged into a cluster if the
NMDTs share at least one characteristic intron.

To classify NMD-generating AS events, NMDj by
default uses MANE-Select transcripts as a reference,
since they tend to be the most expressed ones [19].
However, a user-defined input can also be provid-
ed. NMDj builds a directed acyclic splicing graph us-
ing the splice sites of NMDT and splice sites of the
reference transcript as nodes and introns and ex-
ons as edges, and it searches for “bubbles” defined
by vertex-independent paths that contain character-
istic introns [20, 21]. NMDj reports all found pairs
of vertex-independent paths in the following form:
X..X :Y.Y , where X and Y are “D” (donor) and
“A” (acceptor) symbols and X#X and Y#Y when
j =1 =% 1. If the reference transcrlpt set has not been
specified, then NMD)j iteratively compares the NMDT
with each protein-coding transcript.

The last, optional step is the quantification of AS
events using RNA-seq split read counts (the input
table must be provided). NMDj computes the W (per-
cent-spliced-in) values, which estimate the expression
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level of the NMDT relative to all the transcripts of
the gene. It is calculated using the formula
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where A and B are the number of characteristic in-
trons supporting NMDT and protein-coding tran-
scripts, respectively; a, and b, are the number of RNA-
seq split-reads aligned to the respective introns, and
k., and T, are the weights that account for the number
of times the characteristic introns occur in NMDT and
coding transcripts, respectively. The weights k, and 7
are computed independently for NMDT and coding
transcripts. The natural requirement that the sum of
the weights of the characteristic introns of each tran-
script be equal to 1 leads us to a system of n linear
equations with m unknowns, where n is the number
of transcripts and m is the number of characteris-
tic introns. By the construction of characteristic in-
trons, such a system is always consistent, but it can
also have an infinite number of solutions. In general,
one could make an unambiguous choice of k; and T
by imposing regularization constraints on this system.
However, in NMDj we use the following heuristic al-
gorithm, which allows us to define the value of W in
accordance with the existing definitions for the main
types of AS events [6, 11].

Transcripts annotated in the interval are repre-
sented as a graph with the vertices being character-
istic introns, and the edges being the exons (or their
groups) that connect them. This graph is searched
for pairs of vertices connected by only vertex-inde-
pendent paths. For each such path, the weights of
characteristic introns are assumed to be equal to each
other. For a poison exon, for instance, there will be
two such paths: one corresponding to exon inclusion
(with two characteristic introns, each with a weight
of 0.5), and another corresponding to exon skipping
(with one characteristic intron, the weight of which
is equal to 1). After the coefficients of the nodes be-
tween the identified pair are assigned values, these
nodes are merged into one and the search in the new
graph continues. At each step, the coefficients of the
characteristic introns combined into a node are mul-
tiplied by the value assigned to that node and the
procedure continues until all nodes are merged into
one. This algorithm works for all simple types of AS
events, and for complex AS events it works only un-
der the assumption that all vertex-independent paths
are nested.

The real and simulated RNA-seq data

To realistically model RNA sequencing data using
known transcript expression levels, and hence rela-
tive NMDT expression levels, we selected three ran-
dom samples in each of the three tissues (Muscle,
Liver, and Cerebellum) using the panel of transcrip-
tomic data from the Genotype-Tissue Expression pro-
ject (GTEx [22]. The choice of the tissues was moti-
vated by the fact that they differ most drastically in
terms of AS [23, 24]. Transcript expression levels in
the selected samples were obtained by rsem-calcu-
late-expression with the --estimate-rspd option [25].
The expression levels of NMDTSs, best partner tran-
scripts, and MANE-Select transcripts as a fraction of
the total gene expression were calculated for each
gene. Sampling was repeated five times, and the re-
sults were averaged.

RNA-seq data simulation was performed by rsem-
simulate-reads based on the transcript expression lev-
els described above. For each sample, 50 mln paired-
end reads were simulated. The simulated reads were
aligned to the GRCh38 human genome using STAR
aligner 2.7.3a [26]. Counts of split-reads were obtained
using the IPSA package with default settings [27].
Transcript expression levels in the simulated sam-
ples were quantified by RSEM (as above) [25]; Salmon
1.10.3, with the options --seqBias --gcBias --posBias
[28]; and StringTie 2.2.3, with the option -e [29]. To
convert transcript-level quantification results to W
values of the AS events, the NMDT expression levels
(in TPM, transcripts per million) were divided by the
sum of expression levels of transcripts spanning the
genomic regions found by NMD;.

RNA-seq data on NMD inactivation

The results of the experiments on the inactivation
of NMD components (double knockdown of SMG6
and SMG7) followed by RNA-seq were obtained from
Gene Expression Omnibus under the accession num-
ber GSE86148 in the FASTQ format and aligned to
the human genome assembly GRCh38 (hg38) using
the STAR aligner v2.7.8a in the paired-end mode.
Counts of split-reads were obtained using the IPSA
package in the default settings [27].

RESULTS

The NMDj pipeline

The NMD)j pipeline consists of three main and three
auxiliary steps (Fig. 1A). Starting from the transcript
annotation database, it performs the reading frame
search and predicts NMDT, if they are not annotat-
ed. NMDT are annotated based on the so-called 50-nt
rule, which postulates that a transcript is recognized
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Fig. 1. The NMDj pipeline. (A) The pipeline flowchart. (B—D) The choice of interval boundaries (light blue shading).

The 5'-boundary is either the last splice site common to NMDT and any coding transcript with the same phase (B), or the

start codon if there is no such splice site (C). The 3'-boundary is either the donor splice site of the intron following the
PTC-containing exon (B, C), or the end of the shortest 3'-UTR downstream of the NMDT stop codon (D). (E) An exam-
ple of classification based on vertex-independent paths. NMDT and its reference coding transcript (left) correspond to
a pair of vertex-independent paths consisting of donor and acceptor splice sites (right). NMDT and protein-coding tran-
scripts, as well as their corresponding characteristic introns (arcs), are shown in red and blue, respectively. Splice sites
of NMDT are indicated by green arrows if the NMDT frame matches the protein-coding frame, or red otherwise
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Table 1. A list of NMDj event types and their synonyms in a classification provided by NMD Classifier

Type NMDj Description Synonym
DADA:DA PE Poison cassette exon which triggers NMD upon inclusion NMD_in
D(AD)nA-DA PEn n consecutive cagsette exons Whlch vtrlgger NMD upon multi NMD_in
simultaneous inclusion
DA:DADA EE Essential cassette exon which triggers NMD upon skipping NMD_ex
DA:D(AD)nA EEn n consecutive cassette exons whllch.trlgger NMD upon multi NMD ex
simultaneous skipping — —
ADA:ADA ABSS Alternative 5’-splice sites A5SS
DAD:DAD A3SS Alternative 3’-splice sites A3SS
ADAD:ADAD A5SS+A3SS Both 5’- and 3’-splice sites (zifv‘éhe same intron are alterna- AB5SS,A3SS
AD:ADAD IR Intron retention which triggers NMD nNMD_IR
ADAD:AD ID Intron excision which triggers NMD NMD_IR
DADA:DADA MXE A pair of mutually exclusive adjacent exons -
AD(AD)nA:ADA A5SS+PEn Alternative 5’-splice site and n consecutive poison exons -
ADA:AD(AD)nA A5SS+EEn Alternative 5’-splice site and n consecutive essential exons -
D(AD)nAD:DAD PEn+A3SS n consecutive poison exons and alternative 3’-splice site -
DAD:D(AD)nAD EEn+A3SS n consecutive essential exons and alternative 3’-splice site -
ADAD:AD(AD)NAD | A5SS+EE+A3SS Alternative 5’-splice site, n cor}secqtlve. essential exons and _
alternative 3’-splice site

as an NMD target if it contains an intron at least
50-55 nt downstream of the stop codon [30]. This
rule departs from the assumption that exon junction
complexes that are deposited on pre-mRNA during
splicing are displaced during the pioneer round of
translation, and ones that remain bound outside of the
reading frame serve as a PTC signal [30]. In NMDj,
we used the threshold of 50 nucleotides because this
is the accepted value for automatic NMDT annotation
in Ensembl [16]. However, the number of predicted
NMDTs changes insignificantly when the threshold is
increased to 55 nt (Fig. S1).

Once open reading frames are detected and
NMDTs are annotated for each gene, NMDj begins
searching for NMD-generating AS events. There exist
multiple formalisms for describing AS events includ-
ing binary classes (such as poison exons [31]), clas-
sification of connected components in a splice graph
[32], and local splicing variations [33]. In this work,
we define an AS event as a set of characteristic in-
trons spanning the following genomic interval. For
each NMDT, the 5’-boundary of the interval is defined
to be the 3’-most splice site, which it shares with
any protein-coding transcript with the same phase
(Fig. 1B). If no such splice site exists, the 5 boundary
is placed at the start codon of NMDT, if it is shared
with at least one protein-coding transcript (Fig. 1C).

The 3’-boundary of the interval is defined to be the
3’-end of the PTC-containing exon or, if NMDT shares
its stop-codon with a protein-coding transcript, and in
case it is not a true PTC, it is placed at the nearest
transcript end (Fig. 1D).

Next, NMDj selects the characteristic introns that
distinguish NMDT from protein-coding transcripts.
All the introns that are adjacent to the interval or
overlap with it, except the ones that are shared by the
NMDT and at least one protein-coding transcript, are
considered to be characteristic introns. As a result,
each NMDT is characterized by a set of characteristic
introns that originate either from it or from protein-
coding transcripts (Fig. 1B,D, red and blue arcs). The
characteristic introns are merged into clusters to re-
duce redundancy, as several NMDTs would often pos-
sess the same or very similar sets of characteristic
introns.

NMDj classifies splicing events into major types
such as poison (PE) and essential (EE) exons, alterna-
tive splice sites (A5HSS, A3SS), and others (Table 1).
The classification of the AS events is based on the
concept of vertex-independent paths applied to splic-
ing graphs [20, 34]. In a directed acyclic graph, whose
nodes are donor (D) and acceptor (A) splice sites, and
edges are exons and introns, one can define a vertex-
independent path as a pair of paths that do not share
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Table 2. NMD-generating AS events in the human and model organism’s transcriptomes

Fraction of AS events, %
#Tr #NMDT | NMDT, %
PE EE AbBSS A3SS IR Other
Human 79940 16741 21 18 11 6 8 2 55
Mouse 49951 5339 11 18 18 11 14 4 36
Zebrafish 35040 854 2 11 10 11 12 23 32
Drosophila 30688 1325 4 18 4 12 9 16 41

Note: #Tr — total number of transcripts; #NMDT — number of NMDT; NMDT — fractions of NMTD (in %). Fractions
(in %) of toxic (PE) and necessary (EE) exons, fractions of alternative 5'-(A5SS) and 3'-splicing sites (A3SS), fractions of

retained introns (IR) and other events (Other).

any nodes except the first and last node (Fig. 1E).
Each such pair is reported in a symbolic form repre-
senting the sequence of nodes; i.e., a poison exon (PE)
corresponds to DADA:DA; an alternative 5’- splice-
site (A5SS), to ADA:ADA; and multiple poison exons
(PEn), to D(AD)nA:DA, where n is the number of ex-
ons. In the final step, NMDj quantifies each group of
NMDTs by W values based on split read counts from
RNA-Seq experiments (see EXPERIMENTAL).

NMDj in application to human and

model organism transcripts

The application of NMDj to annotated transcripts
from human, mouse, zebrafish, and Drosophila showed
that the proportion of NMDTs obeying the 50-nucle-
otide rule is significantly higher in humans and mice
than it is in zebrafish and Drosophila, which is un-
doubtedly a result of differences in the quality and
completeness of transcriptome annotations (Table 2).
However, the frequencies of NMDT-generating AS
events vary significantly between organisms. While
in humans and mice NMDTs are generated more fre-
quently through the use of poison and essential exons
than they are through intron retention, in Drosophila
and zebrafish the pattern is opposite. According to
existing estimates, the proportion of intron retention
among the major AS types is equally low in mam-
mals as it is in other vertebrates and invertebrates
[35]. Thus, the observed difference between NMDT-
generating AS event frequencies can be explained
neither by the different levels of abundance of their
types nor by the different levels of completeness of
the transcriptome annotation. Rather, the difference
indicates the peculiarities of the NMD system’s func-
tioning in different taxonomic groups.

The advantages of NMDj in finding
NMD-generating AS events

The existing approach to the analysis of NMD-
generating AS events, which is implemented in the
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NMD Classifier, is based on choosing the best part-
ner transcript. The main problem in this approach is
that other transcripts and their expression levels are
not taken into account when selecting the best part-
ner transcript. A protein-coding transcript is unlike-
ly to be the main source of NMDT if its expression
level is low. To illustrate the importance of this issue,
we applied the NMD Classifier to the Ensembl tran-
scriptome annotation [16] and compared the identified
set of best partner transcripts with those from the
MANE-Select annotation considered as the set of the
most expressed transcripts in each human gene [19].

MANE-Select transcripts were identified as best
partners only for 25% of NMDTs, while they had a
significantly higher expression level, as confirmed
by a random sample of RNA-seq experiments from
GTEx (Fig. 2A). Furthermore, when the best part-
ner transcript was not MANE-Select, its contribu-
tion to the total gene expression level was comparable
to that of NMDT. This suggests that the transcript
that is most similar to NMDT in terms of the shared
sequence can be at the same time a poor candidate
for generating NMDT. Moreover, the MANE-Select
transcripts are not always the most expressed ones.
Tissues may differ in their most expressed transcripts
(Fig. 2B) or express several transcripts at comparable
levels. To address this, NMDj considers all annotated
transcripts in order to avoid the problem of choosing
one best transcript partner and clusters NMDTs with
similar characteristic introns to obtain a concise and
non-redundant set of AS events (Fig. 2D).

NMDj is particularly useful in genes with a com-
plex splicing architecture. A notable example is HPS]I,
which contains a group of exons with lengths that
are not multiples of three (Fig. 2C). Skipping of each
single exon generates a NMDT, unless it is compen-
sated by a downstream AS event that restores the
coding frame. Simultaneous inclusion of exons 6a and
7 generates a NMDT. NMD Classifier selects the tran-
script with exon 5 as the best partner. This exon is
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skipped in the NMDT, which indeed disrupts the cod-
ing frame. However, it is also skipped in a protein-
coding transcript, in which its frameshift is compen-
sated by using exon 6 instead of exon 6a and skipping
exons 7—10. NMDj correctly identifies the last splice
site, in which the reading frame of NMDT match-
es that of a coding transcript, to be the 3’-boundary
of exon 6a, which enables the detection of the only
true NMD-generating AS event; namely, the splice
junction between exons 6a and 7. It also identifies
all alternative introns whose excision helps to bypass
frame shifts. Interestingly, another NMDT with exon
5 included shares a characteristic intron with the pre-
vious one and is therefore clustered with it by NMDj.

NMDj provides a more detailed

AS event classification

We compared the classification of AS events pro-
duced by NMDj and NMD Classifier in application to
the same human transcriptome annotation (Fig. 34).
NMDj was configured to use MANE-Select transcripts
as a reference. Out of 15,914 NMDTs, NMD Classifier
and NMDj were able to classify AS events for 15,446

in the MANE-Select isoform

and 15,265 NMDTs, respectively. However, AS events
were classified into the same type (Table 1) for only
60% of NMDTs.

While NMD Classifier subdivides AS events into a
fixed number of most common types, NMDj is able to
describe more complex splicing patterns using ver-
tex-independent paths. In the POR gene, for exam-
ple, NMDT differs from protein-coding isoforms by
alternative 5’- and 3’-splice sites and a cassette exon
(Fig. 3B). Such events tend to evade many standard
tools for splicing analysis [31, 32]. The presence of AS
types, which NMD Classifier is unable to properly
detect, accounts for a large portion of inconsistencies
between the two classifications. For example, a num-
ber of events classified by NMD Classifier as poison
exons (NMD in) are classified as PE+A3SS and MXE
by NMDj (Fig. 3A,C). Another advantage of NMDj is
the ability to classify AS events in 3’-untranslated re-
gions (3’-UTRs). Among the events that induce NMD
in the 3’-UTRs, the majority are expectedly repre-
sented by intron retention. Moreover, many 3’-UTR
events do not intersect with the MANE-Select iso-
form (Fig. 34, S2).
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A relatively small number of other inconsistencies
may be explained by the fact that NMDj and NMD
Classifier use different reference transcripts to classify
AS events. Only 61% of AS were classified in the same
type when NMDj was configured to use best partner
transcripts as a reference. A substantial portion of the
differences seems to be the result of misclassification
by NMD Classifier. For example, most events attrib-
uted to the “A3SS, A5SS” type by NMD classifier are
classified as A3SS by NMDj (Fig. 3A). Meanwhile, the
size of the NMD classifier’s “A5SS,A3SS” class is far
larger than the size of the “A3SS” class. This is coun-
terintuitive, since the choice between a pair of alterna-
tive &’-splice sites seems to be independent from the
choice between a downstream pair of 3’-splice sites
separated by a long intron [36]. Visual inspection of
randomly selected individual cases of classification dis-
crepancy confirmed the correctness of the classifica-
tion provided by NMDj (Fig. S3).
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NMDj benchmark on simulated and real data

NMD-generating AS events can be used to assess rel-
ative NMDT expression levels quantitatively using
RNA-seq data. To evaluate the accuracy of NMDj in
quantifying AS, we simulated RNA-seq reads based
on the average transcript expression levels in hu-
man tissues. The estimated W values computed from
split reads aligned to characteristic introns were com-
pared to the ground truth W values, defined as the
NMDT isoform abundance as a fraction of the total
abundance of all transcripts of the given gene. As
a measure of distance, we used the mean squared
error (MSE) over all W values across all the NMDT
isoforms tested. It turned out that NMDj performed
comparably to existing state-of-the-art methods for
transcript-level quantification, while the MSE values
for NMD classifier were substantially larger (Fig. 4A).
Since the methods used to calculate the W metric in
NMDj and NMD Classifier were identical, this again
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suggests that not only the best partner transcript but
also other transcripts contribute significantly to the
W value.

To confirm that AS events predicted by NMDj ac-
tually generate NMDT, we compared the changes in
the W values of AS events generating and not gener-
ating NMDTs in NMD inactivation experiments imple-
menting knockdown of its two key factors: SMG6 and
SMGT7 [14]. AS events that did not generate NMDT
included cassette exons, alternative splice sites, and
retained introns that had been found in non-NMDT
protein-coding transcripts. As expected, upon inacti-
vation of NMD, the W values of NMD-generating AS
events increased significantly more than did the W
values in coding transcripts (Fig. 4B).

DISCUSSION

The approach implemented in NMDj does not rely
on a single best partner transcript, and that allows it
to identify and properly describe many more NMD-
generating AS events as compared to NMD Classifier.
However, NMDj was unable to locate characteristic
introns for some NMDTs (1,139 transcripts), which
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Fig. 5. (A) Coordinated splicing of distant cassette exons in the ERLEC1 gene. (B) Coordinated splicing of adjacent
exons in the FGFR2 gene. Besides mutually exclusive splicing of exons 8a and 8b, transcript isoforms with coordinated
skipping of exons 7—9 (NMDT) and ones with coordinated skipping of exons 7—8a,b and 8a,b—9 (protein-coding) are
annotated. Simultaneous inclusion of exons 8a and 8b generates NMDT. Legend colors are as in Fig. 2
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in most cases was the result of coordination between
distant AS events and the usage of alternative start
and stop codons. For instance, in the ERLEC1 gene,
simultaneous inclusion and exclusion of non-adjacent
exons 5 and 7 preserves the reading frame, while in-
clusion of only one exon from the pair leads to NMDT
(Fig. 5A). This example demonstrates that it is not
always possible to establish a causal link between a
particular local AS event and NMDT, because NMD
sensitivity is a global property of a transcript which
depends on coordination between distant AS events,
while local AS events individually may not be captur-
ing these global properties. Like other approaches that
take into account only local AS events, NMDj is fun-
damentally incapable of correctly characterizing the
cause of such NMDTs.

Local AS events are known to regulate gene ex-
pression by AS switching to NMDT production [5,
6]. Such switching is mediated by RNA-binding pro-
teins that bind to the cis-elements in pre-mRNA and
is typically regulated locally [37]. In contrast, little is
known about the functional outcomes and exact regu-
latory mechanisms of coordination for AS events at
large distances [38—41]. While the coordination be-
tween distant AS events could be important for pro-
ducing protein isoforms with distinct functions, in
some cases cells could use it to generate NMDTs. An
example of this is the coordinated, mutually exclu-
sive splicing of exons 8a and 8b in the FGFR2 gene,
which leads to functional protein products with dif-
ferent ligand specificities [41] (Fig. 5B). The inclusion
of exon 8a is promoted by the epithelial-specific pro-
teins ESRP1 and ESRP2, which bind to the same reg-
ulatory sequence inside the intron [42], but simulta-
neous inclusion of both exons generates NMDT. Thus,

switching between FGFR2 isoforms is regulated on
the level of local AS, while coordination of mutually
exclusive exon choices is achieved by the elimination
of an NMDT.

In sum, a simultaneous analysis of all splice iso-
forms, instead of single best-matching transcript
partners, allows NMDj to identify NMD-generating
AS events with higher accuracy. However, the tech-
nique shares a common limitation with other meth-
ods in classifying the coordinated action of distant AS
events. Their analysis requires fundamentally differ-
ent approaches. However, it seems more likely that
NMD induces a non-random association of AS events
than a regulated association of AS events induces
NMD. Thus, the analysis of coordinated AS events
falls outside the scope of this study for both technical
and conceptual reasons.

The method developed in this paper can be used
to study gene expression regulation via unproductive
splicing [6]. In particular, it can be applied to problems
such as searching for specifically expressed NMDTs
and assessing the activity of the NMD system as a
whole. Thus, NMDj closes the existing gap in the
toolkit for studying the conjugation between AS and
NMD. e

The results presented here include data obtained
from the GTEx Portal (dbGaP accession number
phs000424/GRU).
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ABSTRACT Neuroblastoma is a malignant solid tumor caused by the transformation of neural crest cells.
Neuroblastoma predominantly occurs in children and is associated with a poor prognosis. In this regard, the
development of novel approaches to neuroblastoma treatment, including combination therapy, is relevant.
DNA hypermethylation of neuroblastoma cells indicates that it is possible to use hypomethylating agents in
a combination therapy of the disease. In order to identify effective combinations of antitumor drugs, we ana-
lyzed the transcriptomic changes that take place in neuroblastoma SH-SY5Y cells after treatment with the
hypomethylating agent 5-azacitidine and then experimentally tested the effectiveness of these combinations.
Mithramycin A and lonafarnib were the two drugs that, in combination with 5-azacitidine, appeared to exert
a synergistic effect on SH-SY5Y cell death. These drugs inhibit the signaling pathway associated with the
transcription factor Spl and RAS-MAPK signaling pathway, which are activated by 5-azacitidine. An analysis
of the signaling pathways also revealed an activation of the signaling pathways associated with neuroblas-
toma cell differentiation, as well as apoptosis induction, as confirmed by multiplex and confocal microscopy.
Hence, by analyzing the changes in the signaling pathways, the mechanisms of cell death and cell adaptation
to hypomethylating agents can be understood, and this can be further used to develop novel therapeutic ap-
proaches to neuroblastoma therapy.

KEYWORDS pediatric malignant diseases, combination therapy, epigenetic regulators.

ABBREVIATIONS 5-Aza — 5-azacitidine; GD2 — disialoganglioside; ALK — anaplastic lymphoma kinase; MDM2 —
murine double minute 2; DMSO — dimethyl sulfoxide; PKB — protein kinase B; NGF — nerve growth factor;
ILK - integrin-linked kinase; TRK — tropomyosin receptor kinase; IGF1R - insulin-like growth factor 1;
MAPK - mitogen-activated protein kinase; ERK — extracellular signal-regulated kinase; EGFR — epidermal
growth factor receptor; FGFR — fibroblast growth factor receptor; JAK — Janus kinase; CHK - checkpoint
kinase; mTOR — mammalian target of rapamycin; RAF — Rapidly Accelerated Fibrosarcoma, serine/threonine
protein kinase; CDK — cyclin-dependent kinase; RTK — receptor tyrosine kinase; RAS — Rat Sarcoma, small
G protein.
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INTRODUCTION

Neuroblastoma is an extracranial solid tumor that is
the result of malignant transformation of neural crest
cells during the formation of the sympathetic nervous
system [1]. The five-year survival rate for children
with high-risk neuroblastoma (50% of the cases) is
approximately 60% [2]. The main treatment modalities
for high-risk neuroblastoma include intensive chemo-
therapy, radiation therapy, autologous stem cell trans-
plantation, and immunotherapy [3]. Targeted agents
are under development: they would target disialo-
ganglioside (GD2) [4], anaplastic lymphoma kinase
(ALK) [5—7], E3 ubiquitin-protein ligase (MDM2) [8],
and components of the signaling pathways such as the
PI3K/Akt/mTOR, Fos/Jun, and RAS-MAPK pathways
[9]. ALK inhibitors are already undergoing clinical tri-
als for the treatment of patients with recurrent and
refractory neuroblastoma [10]. The existing treatment
approaches to such patients sometimes fail the test
of effectiveness; therefore, combination therapies for
neuroblastoma are now being pursued [11].

Alterations in DNA methylation are frequently
observed in malignant cells of different origins, as
well as hypermethylation of tumor suppressor pro-
moters or global hypomethylation, in particular [12].
Two DNA methyltransferase inhibitors, 5-azacitidine
(5-Aza) and its analog decitabine, have been approved
for the treatment of myelodysplastic syndromes [13,
14]. 5-Aza is a hypomethylating agent and a synthetic
analog of cytidine. Incorporating 5-Aza into DNA dis-
rupts the activity of DNA methyltransferases, result-
ing in DNA hypomethylation and damage. The drug
has been approved for the treatment of patients with
acute myeloid leukemia and myelodysplastic syn-
dromes [15].

Genomic DNA hypermethylation in neuroblas-
toma cells is associated with a poor prognosis [16].
5-Aza was shown to induce the differentiation of
neuroblastoma cells, reduce proliferation and colony
formation, and to potentiate the cytotoxic effects of
agents such as doxorubicin, cisplatin, and etoposide
[17]. Decitabine has previously been tested in com-
bination with doxorubicin; however, phase I clinical
trials revealed the high toxicity associated with this
combination [18]. Inhibitors of epigenetic regulators,
such as histone deacetylase inhibitors, may exhibit
synergism when used in combination with recep-
tor tyrosine kinase inhibitors by upregulating their
expression [19]. Additionally, 5-Aza can significantly
affect the expression of the genes involved in onco-
genesis through DNA demethylation. Therefore, it
appears opportune to explore new therapeutic ap-
proaches that are based on the combination of 5-Aza
with other antitumor agents.

This study analyzed the changes in gene expression
and the activity of the signaling pathways in neuro-
blastoma SH-SY5Y cells exposed to 5-Aza in order
to identify the most effective combinations of 5-Aza
with various antitumor agents. The functional signifi-
cance of alterations in the signaling pathway activity
at the transcriptomic level was additionally examined
by investigating intracellular processes using fluores-
cence microscopy and assessing the synergistic ef-
fects of 5-Aza and inhibitors of different signaling
pathways. These findings can be used as a platform
for developing novel therapeutic approaches to treat
neuroblastomas susceptible to demethylating agents.

MATERIALS AND METHODS

Cell cultures and inhibitors
Cell lines derived from human malignant tumors,
including neuroblastoma SH-SY5Y, breast cancer
SK-BR-3, renal cell carcinoma 786-0, cervical cancer
SiHa, and ovarian cancer SK-OV-3 cells, were cul-
tured in RPMI-1640 medium (Capricorn Scientific,
Germany). Colorectal carcinoma HCT-116, lung ad-
enocarcinoma H1299, glioblastoma LN-18, and rhab-
domyosarcoma TE-671 cells were cultured in DMEM
medium (Capricorn Scientific). All the cell lines were
cultured at 37°C in a humidified atmosphere contain-
ing 5% CO,, supplemented with 10% fetal bovine se-
rum (Gibco, USA), 1 mM sodium pyruvate (Gibco),
2 mM L-glutamine (Gibco), 100 U/mL penicillin, and
100 pg/mL streptomycin (Capricorn Scientific). The
cells were passaged using phosphate-buffered saline
and trypsin (ThermoFisher Scientific). The SH-SY5Y,
H1299, LN-18, and TE-671 cells were provided by
the Heinrich Pette Institute for Experimental
Virology (Hamburg, Germany); the SK-BR-3 cells
were obtained from the collection of the Institute
of Cytology RAS (St. Petersburg, Russia); the re-
maining cell cultures came from the collection of
the Engelhardt Institute of Molecular Biology RAS
(Moscow, Russia). All the cell lines were regular-
ly tested for mycoplasma contamination every two
weeks using Hoechst-33342 DNA staining (Sigma-
Aldrich, USA).

All the inhibitors used in this study were dissolved
in dimethyl sulfoxide (DMSO); stock solutions were
stored at —80°C (Table S1).

RNA extraction

RNA for the transcriptome analysis was extract-
ed from 1x10% SH-SY5Y cells treated with 5 pM
5-Aza for 24 h. RNA extraction was performed us-
ing the phenol-chloroform method with the TRIzol
reagent (Ambion), followed by treatment with DNase
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(Zymo Research, USA) and purification using RNA
Clean & Concentrator-25 columns (Zymo Research),
in accordance with the manufacturers’ protocols.

The quantity of extracted RNA was measured
using the Qubit 4 fluorometer (Thermo Fisher
Scientific). Total RNA integrity was assessed using an
Agilent 2100 bioanalyzer (Agilent Technologies, USA).
The RNA integrity number (RIN) for each sample
was > 8.

RNA sequencing and transcriptome analysis

A total of 1 pg of RNA was used to prepare each
library. mRNA sequencing libraries were con-
structed using the TruSeq mRNA Library Prep Kit
(Illumina, USA), in accordance with the manufac-
turer’s instructions. Various single-index adapters
from the TruSeq RNA Single Index kits (Illumina)
were ligated to each sample to facilitate multi-
plex sequencing. DNA fragments 250-300 bp long
were selected using MagPure A4 XP magnetic
beads (Magen Biotechnology, China). The cDNA li-
braries were then enriched by PCR and purified.
Library quality was assessed using the Agilent 2100
Bioanalyzer. Equimolar amounts of the final librar-
ies were pooled and sequenced on the NextSeq 2000
platform (Illumina) in the single-end mode with a
sequenced read length of 101 bp. The sequencing
data were analyzed using the STAR aligner soft-
ware, version 2.7.4a [20], in the “GeneCounts” mode,
with the Ensembl human transcriptome annotation
(GRCh38 assembly version; GRCh38.89 transcript
annotation). Raw RNA-seq expression values (in the
ReadsPerGene format) were normalized according to
the DESeq2 standard [21]. Pathway activation levels
(PALs) were calculated for a total of 3024 pathways
using an open-access collection of molecular path-
ways retrieved from the Oncobox pathway databank
[22].

Analysis of the activity of signaling

pathways and CMAP analysis

The CMAP algorithm was employed to identify sim-
ilar or opposite effects [23]. This algorithm allows to
compare the changes in gene expression induced in
response to specific treatments and each perturbation
out of the hundreds of thousands cataloged in the da-
tabase. The CMAP algorithm indicates which pertur-
bation affected gene expression in a way most similar
or opposite to the analyzed treatment. In this study,
we compared the expression levels of the 100 genes
most significantly upregulated and the 100 genes most
significantly downregulated under the experimental
conditions. DMSO-treated SH-SY5Y cells were used
as controls.

88| ACTA NATURAE | VOL. 17 Ne 2 (65) 2025

Measurement of cell survival

Cell survival was measured using the Cell Proliferation
Assay XTT kit (11465015001, Roche, Sigma-Aldrich,
USA) and an AbiCell Resazurin Cytotoxicity Assay Kit
(CEL-04-30ML, Abisense, Russia).

SH-SY5Y cells (2,500 cells per well in a 96-well
plate) were co-incubated with the compounds for six
days; the growth medium was then removed, and re-
sazurin or the XTT reagent was added to the cells.
After 4 hours of incubation at 37°C in the presence of
5% CO,, the cell signaling level was measured using
a Multiskan FC spectrophotometer by recording the
difference in absorbance at 570 nm and 620 nm for
resazurin, and at 450 nm and 605 nm for XTT. The
changes in cell’s survival ability caused by the cock-
tail of drugs was calculated as the difference between
the total effect of the drugs and the sum of their in-
dividual effects. The method used to measure the cell
survival and to calculate area under the curve (AUC)
was similar to that described previously [24]. In order
to calculate the AUC, the area under the cell survival
(%) vs. drug concentration curve was determined by
dividing the diagram into trapezoids. The AUC values
calculated for all the cell lines were used to obtain
the mean AUC value, which was then used for nor-
malization. The AUC value was normalized so that a
AUC equal to 1 corresponded to the mean AUC val-
ues across all the cell lines.

Cell counting on an automated microscope

Cell counting was performed on an automated fluo-
rescence microscope using the protocol for detecting
cells that express the ERK-KTR H2B-mRuby report-
er system, which was previously utilized in our labo-
ratory [25]. Each experiment was performed in three
replicates: four random imaging fields were selected
in each well to count cells. The cells were imaged at
four time points: 0, 24, 72, and 144 h. The images of
the cells were obtained using Leica DMI8 fluorescence
microscope (Leica, Germany); cell counts were com-
pleted using the Cellpose and CellProfiler software.

Assessing the cell death mechanisms

SH-SY5Y, cells were seeded into 96-well plates at a
density of 2500 cells per well. Staining was performed
72 h after the addition of 5-Aza. The following dyes
were used to visualize mitochondria, tubulin, lyso-
somes, Fe'l ions, caspases 3/7, nuclei, and DNA: TMRE
(Lumiprobe, Russia), Tubulin Tracker™ Deep
Red (Invitrogen, USA), LumiTracker® LysoGreen
(Lumiprobe), HMRhoNox-M (Lumiprobe), NucView®
488 (Biotium, USA), Hoechst-33342, and 7-amino-
actinomycin D (7-AAD) (BioinnLabs, Russia), respec-
tively. Staining was carried out at 37°C in an atmos-
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phere of 5% CO,. Imaging was performed using Leica
DMI8 fluorescence microscope. Supplementary Table
S2 summarizes the concentrations, staining durations,
and imaging parameters.

Four images of the cells co-incubated with
the compound at each concentration were recorded,;
the experiment was performed in two replicates. In
the images, individual cells were identified using the
Cellpose and CellProfiler software. The protocols for
cell segmentation and fluorescence intensity measure-
ments had been published previously [24]. The activi-
ties of the mitochondria, lysosomes, and Fe' ions were
quantified using the integral fluorescence intensity
of each cell. The percentage of stained cells was de-
termined in the CellProfiler software to analyze the
caspase 3/7 activity and identify dead cells by 7-AAD
staining.

Confocal microscopy

The cells were fixed with a 4% formaldehyde solution
(Sigma-Aldrich, USA) in 0.1 M phosphate-buffered
saline (PBS) for 15 min and subsequently blocked us-
ing a solution containing 1% bovine serum albumin
(BSA) (PanEco, Russia), 22.52 mg/mL glycine (Sigma-
Aldrich), and 1% Tween (Sigma-Aldrich) in PBS.
Alexa Fluor® 647-conjugated antibodies (ab194322,
Abcam, UK) were utilized to study the distribu-
tion of TRK receptor proteins in the cytoplasm. The
cells were co-incubated with antibodies overnight
at a 1 : 100 antibody dilution in a 1% BSA solution
in PBS. Coverslips were placed cell-side down onto
glass slides containing 8 pL of the Slowfade gold me-
dium (Invitrogen, USA) with 1 pg/mL DAPI (Sigma-
Aldrich), and sealed with nail polish. Nuclei were vis-
ualized using DAPI staining. The data were obtained
by confocal microscopy using Leica TCS SP5 laser
scanning microscope (Leica) equipped with an HCX
PLAPO CS 63%1.4 oil-immersion objective lens. The
recorded confocal images (8-bit format) were analyz-
ed in the LAS AF 4.0 software.

Data analysis

Statistical tests and data visualization were conducted
using the GraphPad Prism 8.0, Python, and LAS AF
software. The mean values and standard deviations
(SD) or cell viability assessment were calculated using
R and GraphPad Prism 8.0.

RESULTS

To assess the selectivity of 5-Aza toward neuroblas-
toma cells, we evaluated the effect of 5-Aza at con-
centrations ranging from 0.25 to 20 uM on various

human cancer cell lines, including neuroblastoma
SH-SY5Y, breast cancer SK-BR-3, renal cell carci-

A 5-Aza B

i SH-SY5Y
SH-SY5Y '
TE-671 118 , 100
786-0 S
SK-BR-3 {16 T
> .2
LN-18 c z
O 3 50
HCT-116 14 K
SK-OV-3 S
H1299 12
. 0
SiHa 10 0 02505 1 25 5 10 20
. <10 5-Aza, pM

Fig. 1. Toxicity assessment of 5-azacitidine for human
neuroblastoma SH-SY5Y cells. (A) Sensitivity of malignant
cells of different origins to 5-azacitidine (5-Aza) within

72 h. The cells were treated with the drug at concen-
trations of 0.25—20 pM; the figure shows the AUC (area
under the curve) values. (B) Survival of neuroblastoma
SH-SY5Y cells after 5-Aza treatment for 72 h. The graphs
show the average value of three replicates and the stand-
ard deviation (SD). Cells incubated with dimethyl sulfoxide
(DMSO) were used as controls

noma 786-0, cervical cancer SiHa, ovarian cancer
SK-OV-3 colorectal carcinoma HCT-116, lung adeno-
carcinoma H1299, glioblastoma LN-18, and rhabdo-
myosarcoma TE-671 cells (Fig. 1A). The neuroblas-
toma SH-SY5Y cells were the ones most susceptible
to 5-Aza (Fig. 1B).

Neuroblastoma SH-SY5Y cells were obtained
by cloning a neuroblastoma SK-N-SH cell line
[26]. SH-SY5Y is the cell line used in research
most commonly: according to the data available at
https://pubmed.ncbi.nlm.nih.gov/, the SH-SY5Y cell
line was utilized in 13,789 publications, while the next
most frequently used cell line, NMB, was mentioned
in 5,338 publications. The SH-SY5Y cells harbor a
mutation in the ALK gene (F1174L) [27] and are suit-
able for cell differentiation studies [28]. These cells
exhibited the highest sensitivity to 5-Aza; so, further
studies were performed using this cell culture.

In order to identify which cellular processes are af-
fected by 5-Aza in neuroblastoma cells, we conduct-
ed a transcriptome analysis of the cells treated with
5 uM 5-Aza for 24 h and compared the findings to
those for the transcriptome of SH-SY5Y cells exposed
to DMSO for 24 h. The transcriptome analysis data
are reported as signaling pathway activities and gene
expression profiles (Fig. 2A).

The most prominent positive changes in signaling
activity were observed in the pathways associated
with transcription factors AP1, ATF6, and Spl, as well
as protein kinase B (PKB) activation; nerve growth
factor (NGF) processing; cell cycle arrest mediated

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE | 89



RESEARCH ARTICLES

A

DMSO_2
DMSO_3

@]
A
=
[a)

Transcriptional_targets_of_AP1_family_members_Fral_and_Fra2 N
ATFa_a\'Eha activates "chaperone_genes_Main_Pafhway |
NCI”AP_1"transcripfion_factor_nétwork”Main_Pathway
Aclivation_of_PKB_Main_Pathway
~ NGF ?rccessmnga:n Pathway
Regulation of cell I
P2_MWMPY

|_cycle_mediated_by FAKI
ILK_SignaIing_Pathwak! i i
ILK™S

| _Gene_Expression via_FOS
LPnaIlng_Pathway_]Tssue Morphogenesis
. BRCAT_Pathway_Transciption Coupled_Repair |
Glucocorticoid_Receptor_Signaling_Pathway Cell_Cycle_Arrest
" Negative_regulation_of_the_P13K_AKT_network
Activation_of the_Al 717fam||yqu'franscrlgt\on factors
Class_|_PI3K signaling_events_mediated_by Akt Pathway
PAK_Pathway_Paxillin_Disassembly
. i Alternative NF_kappaB_Pathway
ILK_Signaling_Pathway Induced_Cell Proliferation
M_signaling_Main_Pathway
BRCAT1 Pathway G1_S_arrest
ATM_Pathway Cell_ Survival
i . NGF__"Main Pathwa
MAPK_Gene_Expression via_ATF2_JUN_ELK1_NFKBZ_CREB
FGF_signaling Pafﬁwaﬁ_neg:}hve_regulaﬁ)n_of_apuptosm
AHR_Pathway_Cath_D” expression_via SP1
ILK %r)al\n?iF’athwaLCeﬂfMBttllgy
IGF1R_Signal mg_Pathwa&_Apo tosis
MAPK_Family Pathway_Chromatin_Remodelling
TAKT_mediated_p38_MAPK_activation
. G1_S_Specific_Transcription
E2F_mediated regulation_of DNA_replication
STAT3_Pathway GT to S_Cell_ Cycle_Progression
) RAC SI%HE]IHQ_(E_QLIT_E‘IDI’I of_cell_cycle
NGF_independent_TRKA “activation_Main_Pathway [

-log4ofdr_g

1.0 0.5 0.0 0.5 1.0
raw_cs

by glucocorticoid receptors; the integrin-linked kinase
(ILK) mediated signaling pathway, and the PI3K/Akt/
mTOR pathway (Fig. 24). The most prominent nega-
tive changes were detected in the pathways associ-
ated with NGF-independent activation of receptor
tropomyosin kinase A (TRKA), cell cycle, DNA repli-
cation involving the transcription factor E2F, the mi-
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5-Aza_1

Fig. 2. Changes in the signaling pathways in
human neuroblastoma SH-SY5Y cells after
treatment with 5-azacitidine (5-Aza). (A)
Pathway activation strength (PAS) in SH-
SY5Y cells after treatment with 5 uyM 5-Aza
for 24 h according to the results of the
Oncobox analysis [22]. The data are shown
separately for each replicate. Pathway
- activation strength: the positive changes
a0 are shown in red; the negative changes
2 are shown in black. The signaling pathways
20 that may contribute to the progression
“ of malignant tumors and incur statistically
significant changes are shown. (B) Cellular
processes that are altered in SH-SY5Y cells
after treatment with 5 uyM 5-Azafor 24 h
according to the CMAP analysis. The dots
indicate cellular processes from the CMAP
analysis. Different colors indicate the
classes of cellular processes with a reliable
result according to the CMAP analysis. The
results are shown as the inverse of the deci-
mal logarithm of g-values after correction
for multiple values (-log'fdr_q) and con-
nectivity scores (raw_cs) and the degrees
of similarity between differentially activated
genes and the analyzed effect. Positive
raw__cs values indicate identical changes in
gene expression in response to treatment

5-Aza_2
5-Aza_3

Cellular processes with 5-Aza and specified perturbations,
3 B2 Proteasome activation while the negative values indicate opposite
| Apoptosis changes in gene expression in response to

Cellcycle treatment with 5-Aza and specified pertur-
Receptor signal transduction bations

DNA repair

& MAPK signaling pathway

# | Transcription

togen-activated protein kinase (MAPK) pathways, and
apoptosis mediated by the insulin-like growth factor 1
receptor (IGF1R).

In order to determine what antitumor agents and
cellular processes may exert a similar —or opposing —
effect on the cellular transcriptomes, we conducted
the CMAP analysis [23] (Tables S3 and S4; Figs. 2
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and 3). Our analysis revealed significant alterations in
the cellular processes in SH-SY5Y cells treated with
5-Aza (Fig. 2B). Such alterations were primarily relat-
ed to the processes associated with the regulation of
apoptosis and the cell cycle, proteasomal activity, re-
ceptor signaling, and the MAPK pathway (in particu-
lar, those associated with extracellular signal-regulat-
ed kinase (ERK) and TRK). Opposing changes were
observed for the processes related to the response to
DNA damage and transcription.

Inhibitors of the epidermal growth factor re-
ceptor (EGFR), the fibroblast growth factor recep-
tor (FGFR), Janus kinase (JAK), cell cycle check-
point kinase (CHK), and DNA repair affected gene
expression in a manner similar to that for 5-Aza
(Fig. 3). 5-Aza was found to be one of the com-
pounds eliciting comparable effects, attesting to the
validity of the observed transcriptomic changes.
Opposing effects were induced by inhibitors of his-
tone deacetylases, mTOR, topoisomerase, RAF ser-

Mechanism of action

retinoid receptor agonist

5 Abl inhibitor

CHK inhibitor

EGFR inhibitor

FGFR inhibitor

FLT3 inhibitor

HDAC inhibitor

JAK1 /2 inhibitor

mTOR inhibitor

NFKB inhibitor

RAF /MEK inhibitor

DNA topoisomerase inhibitor
histone methyltransferase inhibitor
DNA repair inhibitor

DNA synthesis inhibitor

cyclin-dependent kinase inhibitor

Fig. 3. Identifying drugs with
an effect similar to that of
5-azacitidine (5-Aza) on the
gene expression of human
neuroblastoma SH-SY5Y cells
using CMAP. The cells were
treated with 5 yM 5-Aza and
co-incubated with the drug for
24 h. The dots indicate the ef-
fects of inhibitors, small hairpin
RNAs, or overexpression of
certain genes. Different colors
indicate the classes of inhibi-
tors. Drugs with a statistically
significant maximal effect are
shown. The results are pre-
sented as the inverse of the
decimal logarithm of g-values
after correction for multi-

ple values (-log'fdr_q) and
connectivity scores (raw_cs)
and the degrees of similarity
between differentially activat-
ed genes and the analyzed

effect. Positive raw_cs values
indicate identical changes in
gene expression in response
to treatment with 5-Aza and
specified perturbations, while
the negative values indicate
opposite changes in gene
expression in response to
treatment with 5-Aza and
specified perturbations

ine/threonine kinase, tyrosine kinase Abl, and the
transcription factor NF-kB. Inhibitors of cyclin-de-
pendent kinases (CDKs), receptor tyrosine kinase
(RTK) FLT3, and DNA synthesis had different ef-
fects on gene expression.

We uncovered increased activities for seven apop-
tosis signaling pathways (Table S3). Since there exist
several cell death mechanisms, we aimed to assess
how 72 h treatment with 5-Aza would affect caspase
3/7, the mitochondria and lysosome activities, the Fe**
content, and the number of dead SH-SY5Y cells. An
up to 26% increase in the percentage of apoptotic
cells was detected using fluorescent dyes (Fig. 44,B),
thus attesting to the enhanced activity of the apop-
tosis signaling pathways. The lysosomal activity in
SH-SY5Y cells was increased after 5-Aza treatment
(Fig. 5A,B). A slight decline in mitochondrial activ-
ity and increased Fe?" levels were observed; however,
these changes were minor and were likely to be re-
lated to cell death (Fig. 5C,D).
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Fig. 4. The contribution of apoptosis to the death of human neuroblastoma SH-SY5Y cells after treatment with 5-azac-
itidine (5-Aza) for 72 h. (A) Caspase 3 /7 and 7-aminoactinomycin D (7-AAD) staining in SH-SY5Y cells after treatment
with 10 pM 5-Aza. (B) Apoptotic cells (green and yellow) in a population of SH-SY5Y cells after treatment with 5-20 uM
5-Aza. Cells were imaged using an automated fluorescence microscope. Cells co-incubated with dimethyl sulfoxide
(DMSO) were used as control. The analysis was performed based on an assessment of the fluorescence intensity of dyes
in 350-2,500 cells; the standard deviation (SD) was estimated for the average values for eight images for each 5-Aza
concentration. Statistical significance was determined vs. DMSO using the Mann—Whitney U test (**p <0.01)

In vitro studies have demonstrated that NGF can
inhibit the proliferation of neurogenic cancer cell lines
and induce their differentiation [29]. Since 5-Aza af-
fects the activity of the signaling pathways mediated
by NGF and its receptor TRKA, we assessed the dis-
tribution of TRK receptors within the cytoplasm of
SH-SY5Y cells treated with 10 pM 5-Aza for 72 h
(Fig. 6).

The observed increase in the intensity of the stain-
ing of SH-SY5Y cells with anti-TRK antibodies can
explain the enhanced activity of the NGF- and TRK-
mediated signaling pathways at the gene expression
level.

Based on our findings (Tables S3 and S4; Figs. 2
and 3), we selected 18 drugs that should be further
tested, in combination with 5-Aza. In particular, we
chose a number of inhibitors targeting RTK, histone
deacetylases, the MAPK pathway, the cell cycle, as
well as proteasomes, glucocorticoid receptors, DNA
synthesis, DNA damage repair, apoptosis inducer, and
the activator of the p38 signaling pathway (Table 1).

We simultaneously treated the cells with 2.5 uM
5-Aza and a second inhibitor at a pre-determined ef-
fective concentration that reduced cell viability by
20-50% within 72 h. The cells were subsequently in-
cubated for another 144 h; cell viability was measured
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using a resazurin dye to assess the effectiveness of
the drug combinations (Fig. 7A).

The two most effective combinations — 5-Aza with
axitinib, a multikinase inhibitor, and mithramycin A,
a DNA synthesis inhibitor — were identified. However,
since this cell proliferation assessment method shows
changes in the cellular metabolic activity [24], we test-
ed the viability of the cells treated with combinations
of inhibitors and 5-Aza by counting the cells on an
automated fluorescence microscope (Fig. 7B,C, S1).
We observed that the findings differed from those
obtained in the experiment using resazurin dye: the
highest effectiveness was attributable to the com-
binations of 5-Aza with mithramycin A and lona-
farnib, a small G protein inhibitor (RAS) (Fig. 7C).
Combinations of mithramycin A or lonafarnib with
5-Aza at concentrations that have no significant ef-
fect on cell proliferation led to substantial inhibition
of SH-SY5Y cell growth and almost entirely stopped
their proliferation.

DISCUSSION

We analyzed the changes in the transcriptome of hu-
man neuroblastoma SH-SY5Y cells treated with 5-Aza
in a search for potential drugs that could be used in
combination with 5-Aza. The mechanisms through
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Fig. 5. Changes in the lysosomal activity in human neuroblastoma SH-SY5Y cells after treatment with 5-azacitidine
(5-Aza) for 72 h. (A) Lysosome staining in SH-SY5Y cells after treatment with 10 uM 5-Aza. Cells were imaged using a
fluorescence microscope. Lysosomes are shown in yellow; nuclei, in blue; mitochondria, in magenta; tubulin, in gray.
(B) Changes in the lysosomal activity in SH-SY5Y cells after tfreatment with 5-20 uM 5-Aza. (C) Changes in the mito-
chondrial activity in SH-SY5Y cells after tfreatment with 5-20 uM 5-Aza. (D) Changes in the Fe" iron content in SH-SY5Y
cells after treatment with 5-20 pM 5-Aza. Cells co-incubated with dimethyl sulfoxide (DMSO) were used as controls.
The distributions of the integrated dye intensity in 350—2500 cells are shown; the average values for each of the eight
images are shown with dots; the standard deviation (SD) for the average values for the images is also indicated. Statisti-
cal significance was determined vs. DMSO using the Mann—Whitney U test (**p < 0.01)

which 5-Aza can induce cell death in SH-SY5Y cells
were also identified.

5-Aza was found to affect the NGF-activated sig-
naling pathways: it increases the intensity of cell
staining using anti-TRK antibodies and alters the cell
morphology. Earlier, it was demonstrated that 5-Aza

induces the differentiation of neuroblastoma cells [30].
Among other factors, its action may have to do with
the activation of cell differentiation. Some studies
suggest that, in differentiated neuroblastoma cells, the
absence of NGF induces apoptosis [31]. Differentiation
induction by retinoic acid [32, 33] is extensively uti-
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lized to treat low-risk neuroblastoma and as mainte-
nance therapy for the more aggressive forms of the
disease [34]. A combination of 5-Aza and retinoic acid
was shown to enhance the differentiation of neuro-
blastoma cells [35]. 5-Aza increases caspase 3/7 activ-
ity, which may be associated with cell differentiation
and upregulation of the TRK receptor expression in
the absence of NGFE

We observed an increased lysosomal activity in
SH-SY5Y cells. 5-Aza has also been shown to induce
autophagy in acute myeloid leukemia cells [36]. A hy-
pothesis has been put forward that 5-Aza can trigger
various neuroblastoma cell death pathways; however,
further research is needed to verify this hypothesis.
A transcriptome analysis of SH-SY5Y cells revealed
alterations in the pathways linked with mitochondria
and cell death; nonetheless, we have detected no sig-
nificant changes in mitochondrial activity.

Mithramycin A is an antibiotic active against lung,
esophageal [37], colorectal cancer [38], as well as leu-
kemia cells [39]; however, this drug has been found
to be highly toxic [40]. Lonafarnib has been tested
in combination with ALK inhibitors in ALK-mutant
neuroblastoma cells both in vitro and in vivo [41]. It
has been demonstrated that both mithramycin A and
lonafarnib can reduce DNA methylation levels [42, 43].
The enhanced effectivity of 5-Aza in SH-SY5Y cells
when used in combination with these drugs can po-
tentially be mediated by their effects on DNA meth-
yltransferase 1 (DNMT1). Furthermore, neuroblas-
toma cells are strongly dependent on the activation
of certain growth factor receptors [44, 45]. 5-Aza trig-
gers several RTK-mediated signaling pathways, while
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Merged

Fig. 6. The distribution of TRK
proteins in the cytoplasm of
human neuroblastoma SH-
SY5Y cells after treatment
with 10 pM 5-azacitidine (5-
Aza) for 72 h. Cells co-incu-
bated with dimethyl sulfoxide
(DMSO) were used as con-
trols. Cells were imaged by
confocal microscopy using an-
1i-TRK antibodies (Alexa647,
magenta) and by staining the
nuclei of fixed cells with DAPI

(gray)

Table 1. Selected drugs for assessing the effectiveness
of their synergistic action on SH-SY5Y cells when used in
combination with 5-azacitidine

Drug Inhibitor class

Axitinib, entrectinib,

gefitinib, sorafenib Tyrosine kinase inhibitors

Leslhnosita, o, Histone deacetylase inhibitors

vorinostat
Bortezomib Proteasome inhibitor
Dexamethasone Glucocorticoid receptor inhibitor,

differentiation agent

Lonafarnib, PD184352 MAPK inhibitors

DNA synthesis inhibitor, inhibitor

I RC L of Spl transcriptional activity

Activator of the JNK/p38 MAPK

Metformin pathway

SL2EEL gelbnciclll; Cell cycle inhibitors

volasertib
Staurosporine Apoptosis inducer, PKC inhibitor
Talazoparib DNA damage response inhibitor
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Dexamethasone 25 pM
BI2536 10 nM
Gefitinib 1 pM
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Metformin 50 uM
Entinostat 1 pM
Talazoparib 25 nM
Staurosporine 10 nM
Volasertib 25 nM
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Fig. 7. The effectiveness of combinations of 5-azacitidine (5-Aza) and antitumor drugs against human neuroblastoma
SH-SY5Y cells. The cells were simultaneously treated with 2.5 uM 5-Aza and an antitumor drug (the drugs and their
concentrations are shown in the figure) and co-incubated for 144 h. Cells co-incubated with dimethyl sulfoxide (DMSQO)
were used as controls. (A) The heatmap showing the synergistic effect of a combination of 5-Aza and inhibitors belong-
ing to different classes for SH-SY5Y cells. (B) Images of SH-SY5Y cells expressing the ERK-KTR H2B-Ruby reporter sys-
tem after treatment with a combination of 2.5 yM 5-Aza and 15 nM mithramycin A (Mith) for 144 h. Cells were imaged
by fluorescence microscopy. (C) The diagrams of changes in the number of SH-SY5Y cells after simultaneous addition
of 2.5 yM 5-Aza and 15 nM mithramycin A or 5 uM lonafarnib. The diagrams show the average value of three replicates

and the standard deviation (SD)
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lonafarnib can block signal transduction from RTK by
inhibiting RAS [41].

CONCLUSIONS

The analysis of the changes in the transcriptome of
cells exposed to 5-Aza has identified drugs that exert
a synergistic effect on neuroblastoma cell death and,
in particular, the synergistic effect of a combination
of 5-Aza and mithramycin A and lonafarnib against
neuroblastoma SH-SY5Y cells. Further studies fo-
cusing on the effectiveness of drug combinations can
pursue a more thorough analysis of the mechanism of
the synergistic effect of these drugs and test the drug
combinations in other neuroblastoma models. ®
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ABSTRACT Long non-coding RNAs (IncRNAs) play a crucial role in the epigenetic regulation of gene ex-
pression by recruiting chromatin-modifying proteins to specific genomic loci. Two databases, previously de-
veloped by our groups, HHMoRNA and RNA-Chrom, provide valuable insights into this process. The former
contains data on epigenetic modification regions (peaks) correlated with IncRNA expression, while the latter
offers genome-wide RNA—chromatin interaction data for tens of thousands of RNAs. This study integrated
the two resources to generate experimentally supported, interpretable hypotheses regarding IncRNA-medi-
ated epigenetic gene expression regulation. We adapted the web interfaces of HIMoORNA and RNA-Chrom to
enable the retrieval of chromatin contacts for each “IncRNA—epigenetic modification—associated gene” triad
from HiMoRNA, either at specific genomic loci or genome-wide via RNA-Chrom. The integration analysis
revealed that for the IncRNAs MALAT1, HOXC-AS2, NEAT1, NR2F1-AS1, PVT1, and MEG3, most HHMoRNA
peaks are located within 25 kb of their RNA-Chrom contacts. Further investigation confirmed the RNA-chro-
matin contacts of MIR31HG and PVT1 IncRNAs, with HIMoRNA peaks for H3K27ac and H3K27me3 marks
in the loci of the genes GLI2 and LATS2, respectively, which are known to be regulated by these RNAs. Thus,
the integration of HiIMoRNA and RNA-Chrom offers a powerful platform to elucidate the role of specific
IncRNAs in the regulation of histone modifications at both individual loci and genome-wide levels. We expect
this integration to help significantly advance the functional annotation of human IncRNAs.

KEYWORDS long non-coding RNA, histone modification, RNA-chromatin interaction.

ABBREVIATIONS ncRNA — non-coding RNA; IncRNA - long non-coding RNA.

INTRODUCTION

Human cells transcribe a vast number of long
non-coding RNAs (IncRNAs), with their quanti-
ty comparable to that of protein-coding genes [1,
2]. Functional annotation of IncRNAs is challenging
due to their low expression levels, tissue specificity,
and low sequence conservation [3—-5]. Nevertheless,
IncRNAs were observed to preserve certain charac-
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teristics, notably synteny with neighboring genes, sec-
ondary structure, and similarity in short sequence
fragments [6]. In addition, the transcriptional regula-
tion of IncRNA transcription exhibits intricacy com-
parable to that of protein-coding RNAs, facilitating
their involvement in diverse molecular processes [7].
Suppression of IncRNAs has been shown to result in
significant changes in the transcriptional profile of
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cells [8]. These findings indicate a functional role for
numerous IncRNAs. Most IncRNAs were shown to in-
teract with chromatin and to be involved in the epi-
genetic regulation of genomic loci and the structur-
al organization of chromosomes [9-12]. Accordingly,
identifying the functional genomic targets of chroma-
tin-associated IncRNAs is of high value.

Previously, we developed the HiMoRNA data-
base [13], which catalogues over 5 million epigenetic
“peaks,” genomic regions exhibiting one of 10 histone
modifications, with their modification level signifi-
cantly correlating with IncRNA expression across at
least 20 cell lines and tissues. Where possible, his-
tone modification peaks in HiMoRNA are associat-
ed with genes, forming a triad: “IncRNA—epigenetic
modification peak—associated gene.” Within such a
triad, the IncRNA is hypothesized to modulate the ex-
pression of the corresponding gene through the pro-
motion or repression of histone modification within
the gene’s associated peak region. In the case of pro-
motion, peaks positively correlate with IncRNA ex-
pression (“+” peaks), while in the case of repression,
the correlation is negative (“—” peaks). These associ-
ations enable the formulation of hypotheses regard-
ing the role of IncRNAs in the modulation of epige-
netic modifications at specific genomic loci and the
regulation of gene expression. However, to formulate
and empirically test reasonable hypotheses, the 5-mil-
lion-peak dataset has to be pre-processed to select
the most reliable peaks. Experimental methods for
detecting RNA-chromatin interactions can provide
valuable data for this purpose. Several experimen-
tal methods exist to identify chromatin regions in-
teracting with non-coding RNAs. These methods can
be broadly classified into two categories: “one-to-all”
[11, 14-18], which identify the contacts of a specific
RNA with chromatin, and “all-to-all” [19-24], which
capture all possible RNA-DNA contacts in a cell [25].
Notwithstanding their utility, these approaches are
prone to high false positive rates. Additionally, “all-to-
all” methods show low sensitivity to lowly expressed
RNAs and bias toward nascent transcripts. Despite
these challenges, genome-wide data on non-coding
RNA (ncRNA) interactions with chromatin are cru-
cial for elucidating their mechanisms of action. In this
context, the RNA-Chrom database [26] was recently
created. It contains experimental data on thousands
of RNA-chromatin contacts and offers two analyti-
cal modes (“from RNA” and “from DNA”) that can be
used for research purposes.

To improve and streamline the functional annota-
tion of IncRNAs, we have integrated the HIMoRNA
and RNA-Chrom databases. The web interfaces of
HiMoRNA and RNA-Chrom were modified to provide

direct access to chromatin contacts for 4,124 out of
the 4,145 IncRNAs from HiMoRNA in RNA-Chrom.
This integration enables the generation of hypoth-
eses regarding the mechanisms of epigenetic regu-
lation of human gene expression by long non-cod-
ing RNAs, supported by experimental data on their
interactions with chromatin. We anticipate that this
unified resource will prove a valuable tool for identi-
fying high-confidence “IncRNA-epigenetic modifica-
tion—associated gene” triads for further experimental
investigation of IncRNA mechanisms in gene regula-
tion. The HiIMoRNA database is available to users at
https://himorna.fbras.ru (as of 20.10.2024).

EXPERIMENTAL PART

Integration of the HIMoRNA
and RNA-Chrom databases
Due to differences in gene annotation sources
(HiMoRNA uses GENCODE v31, while RNA-Chrom
uses GENCODE v35), we established gene corre-
spondence using three similarity metrics: (1) match-
ing gene names (‘gene_name’, Fig. 1A); (2) matching
gene identifiers (‘gene_id’, Fig. 1A); and (3) a Jaccard
index (the ratio of the length of gene overlap to the
length of their union) greater than 0.99 (Jaccard in-
dex > 0.99, Fig. 1A). Due to differences in naming
conventions and genomic coordinates between anno-
tation versions, gene identifiers and positions often do
not align directly. To address this issue, we intersect-
ed 4,145 IncRNA genes from HiMoRNA with 60,619
genes from RNA-Chrom based on genomic coordi-
nates using the “intersect” command from “bedtools”.
This yielded 6,778 gene pairs, exceeding the num-
ber of HiIMoRNA entries, because some HiMoRNA
genes intersected multiple times with RNA-Chrom
genes. The two HiIMoRNA genes (ENSG00000267034.1
and ENSG00000280076.1) did not intersect with any
RNA-Chrom genes. Subsequently, the Jaccard in-
dex was calculated for each gene pair. The gene pairs
were classified into six groups based on similarity
metrics (Fig. 1A). By using a Jaccard index > 0.99
as the primary similarity metric, we identified four
groups (groups 2, 4, 5, and 6) as having no overlapping
genes (Fig. 1B), establishing 4,100 unambiguous gene
correspondences. For the remaining 43 genes from
HiMoRNA, 24 additional matches to RNA-Chrom
genes were established using the ‘gene_name’ match-
ing metric. In total, we identified 4,124 IncRNA genes
common to both databases (see Supplementary Table 1
for a full correspondence table that is available for
download on the HIMoRNA web resource).

To support database integration and streamline ac-
cess to chromatin interaction data, we made sever-
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Fig. 1. Intersection of 4,145 genes from HiIMoRNA with 60,619 genes from RNA-Chrom. (A) Division of gene pairs into
six groups based on the similarity metrics they satisfy. Groups achieving unambiguous gene correspondence are high-
lighted with red rectangles. (B) Venn diagram showing the overlap between the gene groups 2, 4, 5, and 6 (the total

number of gene pairs in these four groups is 4,100)

al enhancements to the RNA-Chrom and HiMoRNA
interfaces. These include parameter processing (lo-
cus, RNA name, RNA-Chrom internal RNA identifier,
organism) from a specific type of URL (e.g., https://
rnachrom?2.bioinf.fbb.msu.ru/basic_graphical summa-
ry_dna_filter?locus=chrX:23456-24253566 &name=X-
IST&rnalD=227896&organism=Homo+sapiens) and
providing information on the chromatin contacts of
the requested IncRNA across different experiment
types on a new browser page.

Enhancements to the HIMoRNA interface include
the incorporation of the gene correspondence table
between RNA-Chrom and HiMoRNA to ensure cor-
rect URL generation.

A “Go to RNA-Chrom DB” button with a drop-
down menu (Fig. 2) was added to the “Search Results
Page,” allowing the user to generate three types of
URL links to navigate to the RNA-Chrom page:

a) Contacts of the given IncRNA in a specific genomic
locus, extended by 1 /5 /10 /25 /50 /100 kb;

b) All contacts of the given IncRNA;

c) All RNAs with contacts in a specific genomic locus.

One-sided Fisher’s exact test

In most triads, histone modification peaks show both
negative and positive correlations between IncRNA
expression and the peak signal level (hereinafter de-
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noted “~” and “+” peaks, respectively). The presence
of a “+” peak suggests a role for the IncRNA in estab-
lishing the histone modification, whereas a “~” peak
implies its role in removing the modification.

The alignment of predictions with published exper-
imental results was evaluated by selecting IncRNAs
and their corresponding histone peaks (positively and
negatively correlated), extended by £25 kb, and filter-
ing for those where the proportion of peaks support-
ed by contacts for at least one histone mark exceeded
40%. We subsequently conducted independent right-
tailed and left-tailed Fisher’s exact tests for each
IncRNA-histone mark pair. For example, a represent-
ative contingency table for the “PVT1-H3K27ac” pair
is provided in Supplementary Table 2.

Red-ChIP data

As a case study, we used the IncRNA PVT1 to vali-
date integration between HiMoRNA and RNA-Chrom
using independent experimental data. Specifically,
we incorporated Red-ChIP data [27], available in the
Gene Expression Omnibus under accession number
GSE174474, samples GSM5315228 and GSM5315229
(hES cell line). The Red-ChIP method captures RNA-
chromatin contacts mediated by the EZH2 protein, a
component of the PRC2 complex, which establishes,
among others, the H3K27me3 histone modification.
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and arrows indicate movement between them

Primary data processing followed the established
RNA-Chrom database protocol. Primary data process-
ing followed the established RNA-Chrom database
protocol. Subsequently, we identified genomic regions
enriched with IncRNA PVT1 chromatin contacts using
the BaRDIC program (--qval_type all; --qval_thresh-
old 1) [28]. Consequently, 3,242 genomic regions exhib-
iting potential functionality and EZH2-mediated PVT1
binding were identified.

RESULTS

Integration of Databases

Given that HiIMoRNA contains millions of epigenet-
ic peaks, selecting the most reliable ones for fur-
ther analysis is critical. For this task, we integrated
HiMoRNA peak data with RNA-chromatin interac-
tome data from the RNA-Chrom database. This inte-
gration was achieved by establishing one-to-one cor-
respondences between genes in both databases and
modifying their web interfaces (see “Experimental
Section,” subsection “Integration of HIMoRNA and
RNA-Chrom Databases”). This strategy allows
HiMoRNA to generate specific URL queries for 4,124

out of the 4,145 IncRNAs listed in RNA-Chrom, en-
abling, in particular, the identification of other chro-
matin loci with which the investigated RNA interacts.
This approach significantly expands our understand-
ing of the function of a specific RNA.

The general integration scheme is presented in
Fig. 2. To utilize the integration, the user first needs
to find the target IncRNA in the HiMoRNA database.
From the HiMoRNA homepage, users can download
the database itself, as well as the “Gene Table” and
the “IncRNA Correspondence Table” added as part of
the integration, to search for genes/IncRNAs of inter-
est by genomic coordinates. This feature accommo-
dates potential mismatches between user-specified
Ensembl identifiers/IncRNA names and those present
in the HiIMoRNA database. On the search page, the
user must configure filters according to their task,
specifying the IncRNAs, histone modifications, genom-
ic coordinates, and genes associated with the selected
histone modifications.

On the search results page, users may conduct
a more thorough examination of the retrieved pre-
dictions, including accessing the RNA-Chrom data-
base. To do this, the user should select the desired
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“IncRNA-epigenetic modification peak—associated
gene” triad from the interactive results table and then
click the “Go to RNA-Chrom DB” button. In the drop-
down menu, the user should select the appropriate
option to navigate to a page displaying: 1) contacts
of the given IncRNA in the region of a specific peak
(with the option to choose how much to extend the
peak coordinates when searching for contacts); 2) all
contacts of the given IncRNA; or 3) all IncRNAs with
contacts in the specified locus. The user will be au-
tomatically redirected to a graphic summary of the
IncRNA-chromatin interactome on the RNA-Chrom
database webpage. This summary allows the user
to determine whether the functional relationship
“IncRNA—epigenetic modification” from HiMoRNA is
mediated by the physical presence of the IncRNA at
the corresponding genomic locus, as well as to identi-
fy other IncRNAs potentially involved in the regula-
tion of that locus. Visual analysis is enabled by utiliz-
ing the UCSC Genome Browser to load data from all
relevant experiments by clicking “VIEW IN GENOME
BROWSER.” By selecting a single RNA-chromatin in-
teractome experiment, the user can obtain a list of the
genes located in the genomic region of interest, along
with statistics on their interactions with the IncRNA,
by clicking “ALL TARGET GENES.” This list of genes
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can be downloaded for further research, such as per-
forming a GO analysis. The “Use Cases” section offers
a comprehensive discussion and exemplification of the
HiMoRNA and RNA-Chrom database integration.

Consistency of HIMoRNA and RNA-Chrom Results

To assess the completeness of the integration, we ana-
lyzed the frequency of confirmation of histone peaks
from HiMoRNA, correlated with IncRNA expression,
using data on the corresponding IncRNA chromatin
contacts from RNA-Chrom. Out of the 4,145 IncRNAs
present in HiMoRNA, 4,011 (96.8%) were found to
have at least one contact in the RNA-Chrom database,
with 29 RNAs not matching between the databas-
es and 105 (2.5%) having no contacts in RNA-Chrom.
Among the 4,011 IncRNAs of interest, only 35.5%
had at least one peak supported by the contacts of
the corresponding IncRNA. However, due to the de-
sign of experimental protocols, actual IncRNA-chro-
matin interactions may occur at a distance from the
experimentally detected contact. To address this is-
sue, we extended the contact coordinates for a more
accurate assessment of the correspondence between
HiMoRNA predicted peaks and RNA-Chrom data.
Extending contact ranges by *1, 5, +£10, 25, and
£50 kb resulted in a respective increase in the per-
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(A) Right-tailed Fisher's test: “+" peaks of corresponding histone marks are better supported by RNA-Chrom con-

tacts than
by RNA-Chrom contacts than “+" peaks

centage of RNAs with HiMoRNA peaks confirmed
by at least one contact to 38.5%, 42.7%, 45.7%, 50.1%,
and 53%. Some IncRNAs (e.g.,, MALAT1, HOXC-AS2,
NEATI1, NR2F1-AS1, PVT1, MEG3) had nearly all
HiMoRNA peaks confirmed with £25 kb extension
(Fig. 3). However, IncRNAs with a significantly low-
er proportion of peaks extended by *£25 kb and con-
firmed by contacts are more common (e.g., JPX,
AP005263.1, MIR31HG) or have a proportion ap-
proaching 0 (e.g.,, MAPKAPKS5-AS1). This discrep-
ancy likely arises from the incomplete datasets of
IncRNAs in HiIMoRNA and RNA-Chrom, resulting
from the stringent criteria used for prediction filter-
ing and the limitations inherent in available experi-
mental RNA-chromatin interaction data. For example,

"—" peaks. (B) Left-tailed Fisher's test: "—" peaks of corresponding histone marks are better supported

in RNA-Chrom, half of the IncRNAs considered in
this study have fewer than 200 contacts (Fig. 3B), as
most IncRNAs rely on “all-to-all” experimental data,
which insufficiently captures contacts of lowly ex-
pressed RNAs.

HiMoRNA triads display either negative or posi-
tive correlations between IncRNA expression and the
signal of epigenetic peaks (“~” and “+” peaks, respec-
tively). To evaluate biological consistency with known
data, we selected 30 IncRNAs and their correspond-
ing histone peaks, for which “+” or “-” peaks of at
least one histone mark are statistically significantly
predominant (one-sided Fisher’s exact test, p-value
< 0.001), confirmed by RNA-Chrom contacts extend-
ed by *25 kb (see “Experimental Section,” subsection
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“One-Sided Fisher’s Exact Test,” Fig. 4). After filter-
ing the results by a p-value < 0.001, we obtained the
following “IncRNA—histone mark” pairs.

Twenty-one IncRNAs with “+” peaks of corre-
sponding histone marks were better supported by
RNA-Chrom contacts than “-” peaks (right-tailed
Fisher’s exact test, p-value < 0.001).

Eleven IncRNAs with “~” peaks of corresponding
histone marks were better supported by RNA-Chrom
contacts than “+” peaks (left-tailed Fisher’s exact test,
p-value < 0.001).

Previous studies have shown the potential involve-
ment of many identified IncRNAs in epigenetic regu-
lation via histone modifications. Let us consider cases
where “+” peaks are statistically significantly better
supported by RNA-Chrom contacts than “-” peaks.
For example, MIR4435-2HG is involved in establish-
ing the activator mark H3K27ac in the enhancer re-
gion of the RPTOR locus [29]. Our data suggest that
MIR4435-2HG, in addition to H3K27ac, likely targets
other epigenetic modifications, such as H3K27me3,
H3K36me3, H3K4mel, H3K4me2, H3K4me3, and
H3K79me2 (Fig. 4A). Similarly, based on the data for
MIR31HG [30], SNHG1, PVT1 [31-33], and the mouse
IncRNA Inc-Nr2fl (presumed to have functional con-
servation with human NR2F1-AS1) [34], we identi-
fied consistent histone modifications: NR2F1-AS1
— H3K27ac, MIR31HG - H3K4me3, SNHG1 -
H3K27me3, PVT1 — H3K27me3. Additionally, we un-
covered functional associations of these IncRNAs with
other epigenetic marks: NR2F1-AS1 — H3K4me?2,
MIR31HG — H3K79me2, SNHG1 — H3K4me3, PVT1 —
H3K4mel, H3K4me3, H3K9me3 (Fig. 44).

Numerous H3K27me3 and H3K4me3 “+” peaks,
validated through a chromatin interaction analysis,
were identified for several IncRNAs (ZFAS1, SNHG4,
SNHG1, SNHG3, PVT1, MIR4435-HG, and CYTOR).
These peaks exhibit significantly stronger support
from RNA-chromatin contacts than “-” peaks (Fig.
4A), representing opposing chromatin states. By
analogy with known IncRNAs that establish both
marks depending on their association with different
effector proteins (e.g.,, ncRNA SRA [35], ANRIL [36]),
it can be hypothesized that these IncRNAs also ex-
hibit more complex mechanisms of chromatin activ-
ity regulation.

Cases where peaks are statistically significant-
ly better supported by RNA-Chrom contacts than
“+” peaks can be explained by the corresponding In-
cRNAs regulating the removal of histone marks by
recruiting demethylases and deacetylases to specific
genomic loci (Fig. 4B). A lack of corroborating exper-
imental data precludes a quality assessment of our
predictions for these IncRNAs. We suggest that the

[
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“IncRNA-histone mark” pairs reported in this section
(Fig. 4) are suitable candidates for further study.

Usage examples

The objective of integrating HiMoRNA and RNA-
Chrom is to refine the functional relationship within
the “IncRNA—epigenetic modification peak—associated
gene” triads using data on the localization of the cor-
responding IncRNA in the genomic region near peaks
of specific histone modifications. Below, we provide
examples of user studies of several IncRNAs with
known mechanisms of action.

IncRNA MIR31HG

The long non-coding RNA MIR31HG is a known reg-
ulator of the histone marks H3K4mel, H3K4me3, and
H3K27ac. Previous studies have reported a reduction
in the H3K4mel and H3K27ac levels in the enhancer
region of the GLI2 gene and H3K4me3 and H3K27ac
in the promoter region of the FABP4 gene following
MIR31HG knockdown [30, 37]. This observation can
be validated using our integration of HIMoRNA and
RNA-Chrom.

To this end, we created a query in HiMoRNA:
IncRNA MIR31HG, histone marks H3K4mel and
H3K27ac, with the coordinates of the two selected
genes specified with an extended promoter region
of 10 kb in the genomic coordinates field (Fig. 54).
As a result, the HHMoRNA web resource generated
a table with H3K27ac and H3K4mel peaks correlat-
ed with MIR31HG expression across various tissues
(Fig. 5B). We then selected a triad with an H3K27ac
peak and navigated to the RNA-Chrom page display-
ing experimentally detected MIR31HG chromatin con-
tacts in the region of the selected peak (by clicking
“Go to RNA-Chrom DB,” Fig. 5C). By selecting an
RNA-chromatin experiment from the top table and
clicking “All target genes” (Fig. 6A), we obtained a
table that, in particular, reflected the interaction of
MIR31HG with the GLI2 gene (Fig. 6B). A step-by-
step analysis is presented in Supplementary Table 3.

To explore the potential for novel biological insights
into the IncRNA function, we hypothesized that in-
tegrating the HiIMoRNA and RNA-Chrom datasets
would reveal that MIR31HG regulates additional
components of the Sonic hedgehog signaling pathway
(KEGG:04340) besides GLI2. For this purpose, we used
the KEGG Pathway database [38] to identify relevant
genes. Next, we formulated a new HiMoRNA query
consisting of IncRNA MIR31HG, histone modifications
H3K4mel and H3K27ac, and the 56 genes associated
with the Hedgehog signaling pathway (Supplementary
Table 4). The outcome was a table of 162 triads, which
can be validated with the RNA-Chrom resource. For
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Fig. 5. Use case of the integration of the HHMoRNA and
RNA-Chrom databases using the example of IncRNA
MIR31HG. (A) Creating a query in HIMoRNA for
MIR31HG, histone modifications H3K4me1 and H3K27ac,
and genes GLI2 and FABP4. (B) Table with search results.
(C) Navigation to RNA-Chrom

example, in the locus of the H3K27ac 963553 peak
(chr9:95446174-95452554), MIR31HG interacts with
the PTCH1 gene, which encodes the “Sonic hedgehog”
receptor. To determine if the gene set associated with
the H3K27ac and H3K4mel peaks, correlated with
MIR31HG expression, exhibits significant enrichment
of “Hedgehog signaling pathway” genes, a KEGG
pathway enrichment analysis was conducted using
the g:Profiler web resource [39]. The query included

pe—
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Fig. 6. Use case of the integration of the HHIMoRNA and
RNA-Chrom databases using the example of IncRNA
MIR31HG. (A) RNA-Chrom page showing MIR31HG
contacts with chromatin in the region of the extended
HiMoRNA peak. (B) Table listing all genes in the region of
the extended peak, indicating whether they interact with
MIR31HG or not (Experiment ID: 9)

genes selected for MIR31HG and H3K27ac/H3K4mel,
with all other genes associated with HIMoRNA peaks
used as the background. The analysis revealed genes
belonging to the “Hedgehog signaling pathway” to be
enriched with H3K27ac peaks (p-value = 2.090 X 107?)
but not with H3K4mel peaks. This observation sug-
gests the involvement of MIR31HG in regulating the
“Hedgehog signaling pathway” through the establish-
ment of the H3K27ac histone modification in the cor-
responding genomic loci.

IncRNA PVT1

The long non-coding RNA PVTI1 is known to inhib-
it the expression of the LATS2 gene in non-small
cell lung cancer cells by recruiting EZH2 (a subu-
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Fig. 7. Representation in the UCSC Genome Browser of the region encompassing the LATS2 gene and its promoter
vicinity, showing an H3K4me3 peak correlated with IncRNA PVT1 expression, IncRNA PVT1 contacts from two experi-
ments (RNA-Chrom Exp. IDs: 8, 10), and an EZH2-mediated PVT1 contact peak. The blue region reflects the extension
of the H3K4me3 peak coordinates by 25 kb, within which RNA-Chrom contacts were selected

nit of the PRC2 complex) to the corresponding pro-
moter [40]. We performed a search for triads in
HiMoRNA: IncRNA PVT], all histone modifications,
and the LATS2 gene. Our findings revealed solely
H3K4me3 activation peaks, exhibiting a negative cor-
relation with PVT1 expression levels. This observa-
tion is consistent with previously published findings
[39], wherein PVT1’s recruitment of EZH2 contrib-
utes to the establishment of the repressive H3K27me3
mark. In RNA-Chrom, we observed contacts
around one of the H3K4me3 peaks (peak 169403,
chr13:21045571-21046978) in two experiments (K562
and MDA-MB-231 cell lines). Visualization of PVT1
contacts in the Genome Browser [41] confirms the
presence of this peak in the promoter region of the
LATS2 gene (Fig. 7, step-by-step analysis presented
in Supplementary Table 5). Additional confirmation
of LATS2 regulation by IncRNA PVT1 was obtained
using Red-ChIP data (see “Experimental Section,”
subsection “Red-ChIP Data”). A peak of EZH2-
mediated PVT1 contacts (chr13:21168000-21224000,
g-value = 0.09) was identified 106.4 kb from the 5’-
end of the LATS2 gene (Fig. 7).

The absence of “IncRNA PVT1-H3K27me3 peak—
LATS2 gene” triads with a positive correlation in
HiMoRNA is likely due to overly stringent filtering of
H3K27me3 peaks during the database creation. The
preceding examples from the “Use Cases” section il-
lustrate the successful application of this integration
in generating testable hypotheses regarding IncRNA
involvement in the epigenetic regulation of specific
genes.

DISCUSSION
Prospects for Use and Limitations of the Approach

The HiMoRNA database comprises genomic loci ex-
hibiting a significant correlation between histone
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modification signals and IncRNA expression across di-
verse cell types and tissues. Currently, it contains over
5 million correlations for 10 types of histone modifica-
tions and 4,145 IncRNAs. We hypothesize that some of
these correlations may represent false positives or in-
direct regulatory relationships, thus requiring further
validation using external data. The RNA-Chrom data-
base houses genome-wide RNA-chromatin interaction
data. These data unfortunately lack sufficient rep-
resentation of contacts from lowly expressed ncRNAs
and are heavily biased towards contacts from nascent
transcripts. Furthermore, these data are insufficient to
formulate hypotheses regarding the functional roles
of these interactions. With these limitations in mind,
integrating the data from HiMoRNA and RNA-Chrom
is a reasonable approach to characterize the impact
of IncRNAs on epigenetic modifications and gene ex-
pression.

Despite the advantages of integration, some incon-
sistencies remain. No H3K27ac or H3K4mel peaks
were found in the FABP4 gene locus in the HIMoRNA
database. This observation contradicts experimental
data and the RNA-Chrom database. There are oth-
er negative examples in both HiIMoRNA and RNA-
Chrom for well-known IncRNAs involved in epigenet-
ic regulation and chromatin structure maintenance.
For instance, no H3K27me3 peaks correlating with
MEG3 were observed in HiIMoRNA, despite evidence
suggesting that MEG3 regulates the PRC2 complex
and contributes to maintaining H3K27me3, particu-
larly in the promoter regions of the SMADZ2, TGFB2,
and TGFBRI1 genes [11]. The absence of such peaks
is likely attributable to the cell-specific expression of
most IncRNAs, with the mentioned mechanism ob-
served in a cell type not represented in HiMoRNA.
Even when ChIP-seq data are available, the standard
peak-calling procedure may be too stringent, poten-
tially filtering out biologically significant interactions.
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We observed instances where HiMoRNA pre-
dictions aligned with published experimental data,
but the corresponding RNA-chromatin contacts
were absent from the relevant genomic locus in
the RNA-Chrom dataset. For example, for IncRNA
MAPKAPK5-AS1, most correlated peaks from
HiMoRNA are not supported by the expression of this
RNA, resulting in a low number of observed chro-
matin contacts in “all-to-all” experiments. We posit
that these instances may stem from variations in cell
types across the two databases as a result of insuffi-
cient data.

Due to insufficient experimental data, neither data-
base contains exhaustive information. Therefore, some
documented biological examples might have been
overlooked in the integration process. Nevertheless,
their integration offers complementary strengths,
such as mitigating various systematic errors that are
due to the multi-omics nature of the combined data
and expanding the generation of interpretable hy-
potheses about the mechanisms of epigenetic regu-
lation of gene expression by long non-coding RNAs.

FURTHER DEVELOPMENT

The implemented integration could be significantly
improved through the incorporation of supplemen-
tary genome-wide data and annotations. The data-
set may contain information regarding the three-di-
mensional chromatin structure, gene expression and
co-expression patterns (including long non-coding
RNA expression, the target genes of the triad, and
the genes associated with histone modification), in ad-
dition to the localization of DNA-binding and chro-
matin-modifying proteins. Given the current scarcity
of such experimental data, it is worth considering the
use of bioinformatics predictions. One potential direc-
tion could involve incorporating results from predic-
tions of the type of IncRNA-chromatin interactions
(for a comparison of programs determining the mech-
anisms of IncRNA interactions with other molecules;
see, for example, [42]). The combination of predicted
IncRNA-target interactions and multi-omics experi-
mental data has facilitated effective hypothesis gener-
ation concerning the roles of specific IncRNAs [43—45].
Another important direction would be to include data
on gene expression changes following artificial altera-
tions in the concentration of specific IncRNAs in cells

[8], as well as experimentally validated information
on the involvement of specific IncRNAs in regulat-
ing particular histone modifications [46]. This would
provide an additional layer of validation for the re-
sults of the HiIMoRNA and RNA-Chrom integration.
Furthermore, from a practical perspective, it would be
useful to enhance the integration with an assessment
of the statistical significance of the co-localization of
HiMoRNA peaks and RNA-Chrom contacts for a spe-
cific IncRNA using specialized software tools such as
Genometricorr [47], StereoGene [48], and RegioneR
[49].

The field of IncRNA research is rapidly evolv-
ing. We will maintain support for the integration of
HiMoRNA and RNA-Chrom as both databases ex-
pand their taxonomic scope and incorporate updat-
ed data. Upon the emergence of new, experimentally
validated data, we intend to construct multiple pre-
dictive models for “IncRNA-histone epigenetic mod-
ifications—associated gene” interactions. We are con-
fident that the continued collaborative expansion of
the HiIMoRNA and RNA-Chrom web resources will
contribute to a deeper understanding of the func-
tional role of IncRNAs in the epigenetic regulation of
genes. ®
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ABSTRACT Neurodegenerative disorders classified as synucleinopathies (Parkinson’s disease, dementia with
Lewy bodies, and multiple-system atrophy) are characterized by the accumulation of aberrant a-synuclein
aggregates in neurons and glial cells. These diseases manifest clinically several years after the initial forma-
tion of pathological protein aggregates in the brain, making early and accurate diagnosis challenging. In re-
cent years, a new method, which is based on real-time quaking-induced conversion (RT-QulC) of a-synuclein,
has been developed and validated. This technology holds great promise as a powerful diagnostic tool for the
early and precise identification of synucleinopathies, potentially opening new horizons in the study of neu-
rodegenerative diseases. RT-QulC detects misfolded o-synuclein aggregates in human physiological fluids by
introducing an excess of recombinant a-synuclein, which undergoes conformational conversion in an expo-
nential, prion-like manner. The production of high-quality recombinant o-synuclein is a critical step in the
effective application of this method, as protein purity significantly affects the sensitivity and specificity of
the assay — key factors in its diagnostic utility. Using a three-step chromatographic purification protocol, we
produced recombinant monomeric a-synuclein with a purity exceeding 97% from the periplasmic fraction of
bacterial cells. While higher purity increases the assay duration, it also reduces the background signal and
permits extended incubation times, which are essential for reliably detecting synucleinopathies with weak
RT-QulC responses, such as the cerebellar subtype of multiple-system atrophy. The data presented support
the conclusion that optimized components of the RT-QulC system will enable an accurate diagnosis of neu-
rodegenerative synucleinopathies.

KEYWORDS a-synuclein, synucleinopathies, multiple system atrophy, Lewy body dementia, real-time quaking-
induced conversion (RT-QulIC), diagnostics.

ABBREVIATIONS CSF - cerebrospinal fluid; LBD — Lewy body dementia; EDTA — ethylenediaminetetraace-
tic acid; FPLC - fast protein liquid chromatography; SEC — size exclusion chromatography; HIC — hy-
drophobic interaction chromatography; IEC — ion exchange chromatography; IPTG - isopropyl-p-D-1-
thiogalactopyranoside; MRI — magnetic resonance imaging; MSA-C — multiple system atrophy of the
cerebellar type; MSA — multiple system atrophy; MSA-P — multiple system atrophy of the parkinsonian type;
PD - Parkinson’s disease; PAGE — polyacrylamide gel electrophoresis; RT-QulC — real-time quaking-induced
conversion; SAA - seed amplification assay; SPS — stiff-person syndrome; ThT - thioflavin T.
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INTRODUCTION

Synucleinopathies are a group of neurodegenera-
tive diseases that include Parkinson’s disease, Lewy
body dementia (LDB), and multiple system atrophy
(MSA). The aggregation of a misfolded a-synucle-
in protein in neurons and/or glial cells plays a key
role in the pathogenesis of these diseases: a-synucle-
in with an aberrant conformation has been found to
be capable of trans-synaptic spreading throughout
the central nervous system, like prions [1-4]. a-Synu-
clein is a 14 kDa presynaptic protein encoded by the
SNCA gene located on the long arm of chromosome
4 at locus 4921-22. a-Synuclein is predominantly ex-
pressed in the midbrain substantia nigra, neocortex,
and hippocampus [5]. Physiological a-synuclein levels
are essential for normal mitochondrial functioning,
neurotransmitter release, and maintenance of mor-
phological cell integrity. Overexpression of a-synu-
clein and changes in its aggregation properties re-
sult in mitochondrial dysfunction, neuroinflammation,
and impaired synaptic release of dopamine and other
neurotransmitters, leading to neuronal death [6, 7]. A
distinctive feature of the members of the synuclein
family is their tendency to form aggregates. Native
a-synuclein is an unstructured, monomeric soluble
protein. In pathological conditions, it forms B-pleated
oligomers (protofibrils) that are subsequently trans-
formed into amyloid fibrils and deposited in neurons
in the form of Lewy bodies and neurites, as well as
other inclusions [8—10]. The mechanism of a-synu-
clein aggregate growth in each case is thought to be
based on seed polymerization. Trans-synaptic spread
of aberrant molecules from neuron to neuron is ob-
served in Parkinson’s disease and LBD, whereas their
accumulation and transmission in glial cells occurs in
MSA [11].

To date, there has been no standardized refer-
ence method for detecting a-synuclein aggregates
in the nervous system. Existing immunohistochemi-
cal approaches for identifying a-synuclein in pe-
ripheral tissue biopsies (e.g., skin, salivary glands,
etc.) are technically complex and prohibitively ex-
pensive [12], which limits their routine use in clini-
cal practice. Meanwhile, the development and im-
plementation of highly sensitive techniques for
detecting pathological forms of a-synuclein and
other brain-derived proteins are critically impor-
tant for improving diagnostic accuracy, particular-
ly at the prodromal stage and for enabling timely
therapeutic interventions in neurodegenerative dis-
eases. One promising approach is the seed ampli-
fication assay (SAA), originally developed for the
prion disease. This method exploits a protein mis-
folding chain reaction triggered by the presence

of pathological protein conformers in patient-de-
rived biological samples added to a reaction me-
dium. Applying the prion hypothesis to a-synuclein
in Parkinson’s disease, MSA, and DLB has spurred
research into the potential of SAA to detect patho-
logical a-synuclein conformers in various tissues
and body fluids, including the skin, olfactory muco-
sa, cerebrospinal fluid, and the blood [12, 13].

A modern SAA version is the real-time quaking-in-
duced conversion (RT-QulC) assay [14, 15]. This assay
uses a recombinant protein as a substrate, and the pa-
tient’s biological material serves as a “seed” to detect
protein misfolding. RT-QulC is based on the ability
of a pathological a-synuclein form to induce confor-
mational changes in normal monomeric a-synuclein,
which leads to misfolded protein aggregation. The as-
say principle is to create artificial conditions for the
seed amplification of a-synuclein by alternating the
incubation and quaking cycles, which promotes addi-
tional fragmentation of the formed aggregates and an
increase in protofibril formation. a-Synuclein aggre-
gation is detected using a fluorescent dye, thioflavin
T (ThT), that is incorporated into the aggregates dur-
ing polymerization, which increases fluorescence over
time [14, 16]. It should be noted that the purity of the
substrate, monomeric soluble a-synuclein, is crucial
for the reliability and reproducibility of results, as
well as for the prevention of false-positive reactions
[17, 18].

This study was aimed at improving the RT-QulC-
based system for the diagnostics of neurodegenera-
tive synucleinopathies and, in particular, at developing
a method for the production of highly purified recom-
binant monomeric wild-type a-synuclein for its fur-
ther use as a substrate in the RT-QulC assay.

EXPERIMENTAL

Expression of recombinant o-synuclein

in Escherichia coli cells

The pET33b+ plasmid containing the human a-syn-
uclein gene sequence was transformed into One
Shot BL21 (DE3) Star E. coli cells (Thermo Fisher
Scientific, USA). The cells were cultured in 500 mL
of a bacterial LB medium containing 50 pg/mL kan-
amycin and 0.1% glucose under constant stirring at
200 rpm. The culture was grown to an optical den-
sity of 0.6 at a wavelength of 600 nm (OD,, = 0.6).
Expression of the target protein was induced by add-
ing isopropyl-p-D-1l-thiogalactopyranoside (IPTG) to
a final concentration of 1 mM, followed by incuba-
tion of the cells at 37°C and vigorous stirring for 4 h.
Following the expression, the cells were pelleted by
centrifugation at 4,000 g for 15 min.
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Periplasmic lysis

After centrifugation, the cell pellet produced from
300 mL of the culture medium was resuspended in
60 mL of an osmotic shock buffer (30 mM Tris, 40%
sucrose, and 2 mM EDTA, pH 7.2) and incubated at
room temperature for 10 min. The suspension was
centrifuged at 18,000 g for 20 min, the supernatant
was separated, and the pellet was resuspended in
50 mL of ice water (dH,O) containing 20 pL of a sat-
urated MgCl, solution. The resulting suspension was
kept on ice for 3 min, followed by centrifugation at
18,000 g for 20 min. The supernatant was dialyzed
against a buffer containing 10 mM Tris and 1 mM
EDTA (pH 7.2) at 4°C overnight.

Ion exchange chromatography

Ion exchange chromatography (IEC) was performed
using a C 10/10 column (Cytiva, USA) packed with
the Q Sepharose Fast Flow sorbent (Cytiva, USA) by
means of a BioLab 30 fast protein liquid chromatog-
raphy (FPLC) system (Jiangsu Hanbon Science and
Technology Co., Ltd, China). Before loading the pro-
tein sample, the column was equilibrated with an IEC
A buffer (10 mM Tris, pH 7.2). Prior to chromatog-
raphy, all buffer solutions and protein samples were
degassed and filtered through a 0.22 pm membrane
filter. Elution was performed using a linear gradient
of IEC A (10 mM Tris, pH 7.2) and IEC B (10 mM
Tris and 0.15 M (NH,),SO,, pH 7.2) buffers (7 column
volumes), followed by a final column wash with a
100% IEC B buffer. The optical density of the eluate
was monitored at a wavelength of 280 nm. To deter-
mine the time of a-synuclein desorption from the
chromatographic column, the resulting fractions were
collected and resolved on a 13% polyacrylamide gel
electrophoresis (PAGE) under denaturing conditions,
followed by staining with the Coomassie brilliant
blue. Fractions containing protein bands correspond-
ing to the molecular weight of monomeric a-synu-
clein were pooled and dialyzed against a 20 mM Tris
buffer, pH 7.0 and 0.15(NH,),SO,, overnight.

Hydrophobic interaction chromatography

Hydrophobic interaction chromatography (HIC) was
performed using a C 10/10 column (Cytiva) packed
with the Phenyl Sepharose High Performance sorb-
ent (Cytiva). Before loading the protein sample, the
column was equilibrated with HIC buffer A (50 mM
bis-Tris and 1 M (NH,),SO,, pH 7.0). The salt concen-
tration in the samples was adjusted to 1 M by gradu-
ally adding (NH4)2SO4 while stirring the mixture at
4°C; the pH of the sample was adjusted to 7.0. Then,
a sample was loaded onto the chromatographic col-
umn and eluted using a linear gradient of the HIC A
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(50 mM bis-Tris and 1 M (NH,),SO,, pH 7.0) and HIC
B (50 mM bis-Tris, pH 7.0) buffers (7 column vol-
umes), followed by a final column wash with a 100%
HIC B buffer. a-Synuclein-containing fractions were
pooled and dialyzed against a 20 mM Tris buffer (pH
7.2) at 4°C overnight. The resulting protein solution
was concentrated to 1.0-1.5 mg/mL using centrifugal
concentrators with a cutoff of 5,000 Da and frozen at
—80°C until further experiments.

Gel-filtration chromatography

Gel-filtration chromatography (GFC) was per-
formed using a Superose 12 10/30 FPLC column (GE
Pharmacia, USA). Before loading the protein, the col-
umn was equilibrated with a buffer (20 mM Tris, pH
7.2). Some 500 uL of a pre-concentrated sample was
loaded onto the column at a flow rate of 1 mL/min.
Chromatographic fractions were resolved on 13%
PAGE under denaturing conditions, followed by stain-
ing with the Coomassie brilliant blue. The gel image
was analyzed using the Image Lab Touch software
for densitometric determination of protein purity.
The resulting recombinant a-synuclein was aliquoted
to the desired volume and stored at —80°C until the
RT-QulIC assay.

Sample collection and preparation

To conduct pilot studies using the RT-QulC technol-
ogy, cerebrospinal fluid (CSF) samples (n = 3) were
collected from patients with MSA (cerebellar type),
LBD, and stiff-person syndrome (control), aged 58—69
years. Diagnoses were made based on anamnesis data,
clinical examination, and the results of special labora-
tory and instrument tests, including high-field MRI
(3 T) in the appropriate research modes. All patients
gave written consent for the examination. The study
was approved by the local ethics committee of the
Research Center of Neurology (protocol No. 7-1/24).
Lumbar puncture was performed in the morning, af-
ter overnight fasting. CSF was sterile-collected into a
polypropylene tube, centrifuged, aliquoted to 500 pL
portions, flash frozen, and stored at —80°C.

RT-QulC

RT-QulIC assays were performed in black 96-well
plates with an opaque bottom. Each well contained
37 £ 3 mg of glass beads (600-800 um), a reaction
buffer (100 mM phosphate buffer, pH 8.2, 10 uM ThT)
containing recombinant a-synuclein at a final con-
centration of 0.1 mg/mL, and an undiluted CSF sam-
ple. The plate was sealed with an adhesive tape and
placed in a ClarioStar multimodal plate reader (BMG
Labtech). Samples were incubated at 37°C with in-
termittent shaking cycles for 125 h. Fibril forma-
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Fig. 1. (A) lon exchange chromatography of samples after periplasmic lysis. The peak highlighted in color corresponds
to the fraction containing the largest amount of a-synuclein. The inset at the top left-hand side shows the electropho-
resis of protein fractions after ion exchange chromatography. (B) Hydrophobic interaction chromatography of samples
after ion exchange chromatography. The peak highlighted in color corresponds to the fraction containing the highest
amount of a-synuclein. The inset at the top left-hand side shows the electrophoresis of protein fractions after hydropho-
bic interaction chromatography. The molecular weight of the target protein is 19 kDa (apparent molecular weight). The
peak number on the chromatographic profiles corresponds to the PAGE lane number

tion kinetics were monitored by measuring the ThT
fluorescence intensity at 450/480 nm every 60 min.
Measurements were discontinued when the ThT flu-
orescence signal reached a plateau. Each sample was
analyzed in triplicate.

RESULTS

The first step in the chromatographic purification
of recombinant a-synuclein was ion exchange chro-
matography. The purity and separation efficiency of
the protein fractions obtained during chromatogra-
phy were assessed by electrophoretic analysis in a
polyacrylamide gel in the presence of sodium do-
decyl sulfate, followed by staining the gel with the
Coomassie brilliant blue. Analysis of the fractions
revealed the elution profile of a-synuclein from the
chromatographic column. The main fraction contain-
ing a-synuclein is depicted in color on the chromato-
gram (Fig. 1A). According to electrophoretic analysis

(Fig. 1A, inset), protein elution started at an IEC B
buffer concentration of 60% in the eluent (with cor-
rection for the column volume). A further increase in
the concentration of the IEC B buffer to 80% led to
complete elution of a-synuclein. The a-Synuclein-con-
taining fractions 7 and 8 were pooled and used in fur-
ther steps in the protein purification.

a-Synuclein isolated from the periplasm contained
protein impurities, so an additional purification step
was required to prepare a homogeneous product. For
this purpose, a hydrophobic chromatography step was
introduced. Analysis of the chromatographic elution
profile of a-synuclein showed that desorption of the
target protein from hydrophobic sorbent started at
an HIC B buffer concentration of 15% in the mobile
phase and continued up to 65%. The fraction contain-
ing the largest amount of a-synuclein is depicted in
color on the chromatogram (Fig. 1B). The efficiency of
protein purification by hydrophobic chromatography
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Fig. 2. Size exclusion chromatography of a-synuclein. The peak highlighted in color corresponds to the fraction con-
taining the target protein. At the top right-hand side, images of the denaturing electrophoresis of protein fractions are
shown. a-Synuclein fractions at different concentrations (10, 7.5, 5, 2.5, and 1 pg) are presented on the left, and the
molecular weight marker (BSA) at the same concentrations is presented on the right. The fraction numbers on the chro-

matogram correspond to those on PAGE images

RFU
200000 -
Sample No. Sex Age Disease
150000 - . .
ke 7 Male 66 Parkinson’s disease
£ 40 Female 58  Multiple system atrophy
100000 - \ (cerebellar type)
225 Female 69 Dementia with Lewy bodies
50000 1 13 Female 58 Stiff-person syndrome
— Negative control
0 ' T ' ———— y - Hours
0 20 40 60 80 100

Fig. 3. Curves of pathological a-synuclein amplification in patients (RFU — relative fluorescence units). Analysis of
samples from patients with stiff-person syndrome (blue), Lewy body dementia (green), multiple system atrophy of the

cerebellar type (yellow), and Parkinson’s disease (red)
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was assessed using an electrophoretic analysis (Fig.
1B, inset). The PAGE results confirmed the removal
of the major impurity proteins after the hydrophobic
chromatography step.

Final purification of a-synuclein to separate possi-
ble covalent and non-covalent dimers was performed
using size exclusion chromatography. The chromato-
graphic elution profile of a-synuclein (Fig. 2) indi-
cated that the protein retention time on the column
was 12.5 min, which corresponded to its expected
monomeric weight. Additional peaks did not contain
a polypeptide component and corresponded to con-
ductivity variations induced by the a-synuclein buf-
fer components. Electrophoretic analysis of fractions
1-3 revealed additional upper bands, whereas frac-
tion 4 was of the highest purity and was used for
RT-QulIC.

The content of aberrant a-synuclein in patients’
CSF was measured using a modified RT-QulC pro-
tocol [16]. During the measurement, pathological
a-synuclein aggregates were partially denaturated
by periodic quaking. With an excess of the recombi-
nant monomeric protein in the reaction mixture, the
misfolded aggregated protein, which binds to ThT, is
amplified and enriched, which leads to an increase in
the fluorescence intensity. The results are shown in
Figure 3.

Sample 13 (stiff-person syndrome, SPS) had no
significant increase in fluorescence, whereas sam-
ples 40 (multiple system atrophy, MSA) and 225
(Lewy body dementia, LBD) showed a fair increase
in the fluorescence signal in the 40-60 h interval,
which reached 145,000 and 120,000 RFU, respec-
tively. Sample 7 (Parkinson’s disease) showed the
highest fluorescence signal of 170,000 RFU and the
highest rate at reaching the plateau in an interval
of 32—45 h. Thus, the analysis of RT-QuIC curves
revealed an increase in the fluorescence level to
120,000-150,000 RFU in CSF samples from MSA
and LBD patients, respectively, after about 75 h of
observation and 170,000 RFU from PD after 55 h of
observation. There was no increase in fluorescence
in the CSF sample from the SRS patient, indicating
the lack of aberrant a-synuclein in the biomate-
rial. A cerebrospinal fluid analogue (100 mM NaCl,
2 mM KCIl, 1 mM CaCl,, 5 mM urea, 300 pg/mL
BSA, 2.5 mM glucose, NaHCO,, pH 7.3) was used as
a negative control.

DISCUSSION

The presented results indicate that the produced
recombinant monomeric a-synuclein is the opti-
mal substrate for use in the RT-QulC technology.
Previously, a variety of purification methods and ex-

traction buffer compositions had shown to signifi-
cantly affect the conformation, stability, and aggre-
gation of a-synuclein, which, in turn, significantly
complicates the interpretation of the assay results
[17, 18]. In addition, standardization of methods
for the production and purification of recombinant
a-synuclein for diagnostic purposes is topical. By us-
ing the sequential combination of ion exchange and
hydrophobic chromatography, we produced a highly
purified target protein (>97% purity) which corre-
sponds to recombinant monomeric a-synuclein and
that may be successfully used in further functional
tests. Such high purity and homogeneity of a-syn-
uclein are the key factors in maintaining the repro-
ducibility of laboratory tests for synucleinopathies.
In the future, this will ensure greater reliability of
RT-QuIC data and facilitate the jump from laborato-
ry results to clinical practice.

Diagnosis of synucleinopathies is a complex task
that requires high accuracy. In this pilot study, we
used the RT-QulIC assay to analyze samples from pa-
tients with moderate LBD and MSA of the cerebel-
lar type (MSA—-M) who had impaired cognitive sta-
tus. Samples derived from patients with stiff-person
syndrome were used as a negative control. It should
be noted that MSA can be diagnosed with 100% ac-
curacy only postmortem, because its clinical picture
overlaps with that of other synucleinopathies. There
are two main subtypes, parkinsonian (MSA-P) and
cerebellar (MSA-C), of this rare and rapidly pro-
gressing neurodegenerative disease. Clinical presen-
tation of MSA-P includes symptoms typical of clas-
sical parkinsonism, while MSA—C is characterized by
cerebellar ataxia. Similarly, the diagnosis of LBD is
complicated by overlapping symptoms. LBD is often
misdiagnosed as Alzheimer’s disease due to the simi-
larity of clinical manifestations. In this case, the only
reliable diagnostic marker is the detection of aber-
rant a-synuclein in the patient.

The results of this study indicate that the onset
of significant synuclein aggregation begins 50 h af-
ter the mixing of CSF samples with reaction mixture
components. But in similar studies, the rise of ag-
gregation curves started after approximately 12 h of
incubation [19]. The rate of a-synuclein aggregation
can depend on many factors, and the degree of puri-
fication is obviously the most critical one. Oligomers
that could not be eliminated during recombinant
protein purification can induce aggregation in the
same way as natural pathological variants introduced
into the reaction mixture do. On the one hand, a
higher degree of a-synuclein purification increases
the assay duration; on the other hand, it significant-
ly reduces the background noise and allows for ex-
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tended incubation times, which are essential for the
reliable detection of synucleinopathies such as MSA,
which are known for their weak seeding activity in
the RT-QulIC assay [19].

CONCLUSION

Early detection of the aberrant proteins that are in-
volved in neurotoxicity/neuroinflammation mecha-
nisms and present in the systemic bloodstream and
CSF is currently considered as one of the most crit-
ical frontiers in neuroscience research [20]. A series
of pilot studies to quantify pathological aggregates
in CSF from patients with synucleinopathies using
RT-QuIC and highly purified recombinant a-synu-
clein have demonstrated the significant potential of
this approach in advancing laboratory-based neuro-
diagnostics. Further research will need to be focused
on the development of a standardized method for de-

tecting pathological forms of a-synuclein that is in-
formative, highly sensitive, specific, reproducible, and
user-friendly, ensuring its suitability for future imple-
mentation in clinical practice. ®
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ABSTRACT Red fluorescent proteins (RFPs) are often probes of choice for living tissue microscopy and whole-
body imaging. When choosing a specific RFP variant, the priority may be given to the fluorescence bright-
ness, maturation rate, monomericity, excitation/emission wavelengths, and low toxicity, which are rarely
combined in an optimal way in a single protein. If additional requirements such as prolonged fluorescence
lifetime and/or blinking ability are applied, the available repertoire of probes could dramatically narrow.
Since the entire diversity of conventional single-component RFPs belongs to just a few phylogenetic lines
(DsRed-, eqFP578- and eqFP611-derived being the major ones), it is not unexpected that their advantageous
properties are split between close homologs. In such cases, a systematic mutagenetic analysis focusing on var-
iant-specific amino acid residues can shed light on the origins of the distinctness between related RFPs and
may aid in consolidating their strengths in new RFP variants. For instance, the protein FusionRed, despite
being efficient in fluorescence labeling thanks to its good monomericity and low cytotoxicity, has undergone
considerable loss in fluorescence brightness/lifetime compared to the parental mKate2. In this contribution,
we describe a fast-maturing monomeric RFP designed semi-rationally based on the mKate2 and FusionRed
templates that outperforms both its parents in terms of molecular brightness, has extended fluorescence life-
time, and displays a spontaneous blinking pattern that is promising for nanoscopy use.

KEYWORDS RFP, FusionRed, mKate2, fluorescent protein, fluorescence lifetime.

ABBREVIATIONS FP — fluorescent protein; RFP — red fluorescent protein; FLIM — fluorescence lifetime im-
aging microscopy; BALM - bleaching/blinking assisted localization microscopy; OSER - organized smooth
endoplasmic reticulum; NE — nuclear envelope; PEI — polyethyleneimine; SMLM - single molecule localiza-
tion microscopy.

INTRODUCTION

Current bioimaging techniques recruit a vast diversi-
ty of fluorescent probes; among those, genetically en-
coded fluorophores such as fluorescent proteins (FPs)
are in favor. FPs enable highly specific intracellular
labeling, live-cell super-resolution, fluorescence life-
time imaging microscopy (FLIM), ete. [1, 2]. In turn,
red fluorescent proteins (RFPs), a polyphyletic group
[3—6] of anthozoan FPs emitting in the red region of
the spectrum, are of particular relevance in whole-
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body and/or deep-tissue imaging, owing to their en-
hanced detectability within the optical transparency
window characterizing the local absorption minimum
of animal tissues at wavelengths of ~ 600—-1200 nm
[7-9].

Among existing RFP variants, FusionRed [10] is
often the probe of choice for live-cell imaging (in-
cluding the visualization of fine subcellular struc-
tures) thanks to its “supermonomericity,” i.e., an abil-
ity to maintain a highly monomeric state even at the
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high local concentrations that are typical of special-
ized localizations within mammalian cells [11, 12], as
well as its low acid sensitivity and toxicity. It is thus
supposed to be used as a probe fused to the proteins
of interest without affecting their natural activities
and spatial structures, or can function as a fluores-
cent core of genetically encoded indicators [13—16].
Along with this, there are definite drawbacks that
take from the practical value of FusionRed as a mul-
tipurpose fluorescence tag and call for further im-
provement of this RFP. In that perspective, the issue
of the modest molecular brightness of FusionRed has
been addressed in the elegant work by Jimenez lab,
where both directed evolution [17] and semi-rational
design [18] were utilized to engineer brighter vari-
ants of FusionRed (specifically, FusionRed-MQV [19]
has an ~ fourfold higher molecular brightness over
the parental RFP, although its emission peak comes
with a 20-nm hypsochromic shift). The high-resolu-
tion spatial structure of FusionRed revealed that al-
most half of its molecules carry an immature chro-
mophore [20]; this feature impinges on the effective
brightness (well under the level expected based on
the measured molecular brightness) of FusionRed as
a fluorescence probe, suggesting further room for
improvement via a structure-based design of daugh-
ter RFP variants.

Importantly, FusionRed is a descendant of the
mKate2 protein [21] that emits at 633 nm (its emis-
sion maximum is 25-nm red-shifted relative to that
of FusionRed) and is currently the brightest mono-
meric far-red FP. FusionRed differs from mKate2 in
17 amino acid substitutions introduced semi-ratio-
nally through several consecutive rounds of muta-
genesis [10]: Hence, there is no consolidated picture
that describes the particular role of every substitu-
tion, specifically since the structural foundations of
the spectral differences (including the extinction co-
efficient, fluorescence quantum yield and lifetime, as
well as the excitation/emission maxima positions) be-
tween the FusionRed and mKate2 proteins are not
clear enough. Based on an analysis of the spatial
structure of FusionRed [20], one can assign an essen-
tial role to three residues in the chromophore envi-
ronment: Arg/Lys-67, Cys/Ala-158, and His/Arg-197
(FusionRed/mKate2, respectively). Here, we system-
atically studied the influence of these residues on the
properties of both proteins through exhaustive re-
ciprocal site-directed mutagenesis. Among the rep-
resentatives of the library obtained, there is one that
is remarkable: mKate2-K67R/R197H, which shows
a striking similarity in its steady-state absorption
and fluorescence spectra to those of FusionRed and
is 2.2-fold brighter than the latter. This RFP inher-

its the advantages of both sister proteins; namely, it
demonstrates a monophasic fluorescence decay simi-
larly to mKate2 and performs well as a fusion tag
like FusionRed. Interestingly, purified mKate2-K67R/
R197H possesses a well-marked pattern of spontane-
ous fluorescence blinking that might be promising for
use in super-resolution microscopy.

MATERIALS AND METHODS

Site-directed mutagenesis

A modified IVA-cloning [22] procedure was applied
to produce the site-specific mutants of mKate2 and
FusionRed. The genes of the chosen RFPs, cloned into
the pQE-30 vector backbone (Qiagen, Germantown,
Maryland, USA) using BamHI/HindIII endonuclease
sites, were utilized as primary templates. The forward
oligonucleotides were designed to have a 5-terminal
15— to 20-nt length region homologous to the template
DNA (needed to provide bacterial recombination), fol-
lowed by a triplet with the mutation of interest and a
3’-terminal priming region designed to anneal at 60°C.
The reverse oligonucleotides consisted of a similar re-
combination-guide part of 15-20 nt and a 3’-terminal
priming sequence; both made up an annealing tem-
perature of 60°C when possible. In cases of higher cal-
culated annealing temperatures, the 5-end fragment
was considered partially annealing. The 3’ and 5’ ter-
minal bases of both primers were selected in such a
way as not to pair complementarily in order to avoid
self-annealing of long oligonucleotides when possible;
simultaneously, the terminal 3’-nucleotides of both
primers were selected, by design, to form a strong
complementary pair with the template sequence. The
reverse primer could never anneal to the forward one
with 3’-terminus resulting in a blunt-end. PCR was
performed using the standard Phusion Polymerase
(ThermoFisher, Waltham, Massachusetts, USA) pro-
tocol and lasted 35 cycles; the template DNA made
up for a total of 50 ng per reaction. The primers used
had the following sequences:

(a) FusionRed-R67K:

Forward — 5’-agcttcatgtacggcagcaaaaccttcatcaag-
caccctccgg-3’

Reverse — 5’-gctgecgtacatgaagetggtag-3’

(b) FusionRed-C158A:

The mutant was engineered in the previous study [20].
Forward — 5-cggcggectggaaggegecageagacatggecect-
gaagcteg-3’

Reverse — 5’-tgcgccttccaggecgecgtcageggggta-
catcgtcteg-3’

(c) FusionRed-H197R:

Forward — 5’-ggcgtctacaacgtggacagaagactggaaagaat-

caaggaggce-3’
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Reverse — 5’-gtccacgttgtagacgccgggceatettgaggttegtag-
cg-3
(d) mKate2-K67R:
Forward — 5-agcttcatgtacggcagcagaaccttcatcaacca-
cacccaggg-3’
Reverse — 5’-tgctgecgtacatgaagetggtag-3’
(e) mKate2-A158C:
The mutant was engineered in the previous study [21].
Forward — b5’-ggcctggaaggcagatgecgacatggeccet-
gaagcteg-3’
Reverse — 5’-tctgecttccaggecgeegtecageggggtacag-3’
(f) mKate2-R197H:
Forward — 5-ggcgtctactatgtggaccacagactggaaagaat-
caaggagge-3’
Reverse — 5’-gtccacatagtagacgccgggceatettgaggttettag-
cg-3

The PCR products were reprecipitated and treat-
ed with Dpnl restriction endonuclease to remove
the initial template DNA. For transformation (need-
ed for construct assembly), 700 ng of the PCR prod-
uct was taken per 100 pL of the aliquot of E. coli
XL1-Blue competent cells (Evrogen, Moscow, Russian
Federation).

Protein expression and purification

The FP variants were expressed in the E. coli XL1-
Blue strain for 72 h at 37°C. After centrifugation,
bacterial biomass was resuspended in PBS (GIBCO,
ThermoFisher Scientific, Waltham, Massachusetts,
USA), pH 74, and treated with ultrasound using a
Sonics Dismembrator (Fisher Scientific, Pittsburgh,
Pennsylvania, USA). The proteins were then puri-
fied using the TALON metal-affinity resin (Clontech,
Mountain View, California, USA) added earlier and
washed in PBS according to the manufacturer’s pro-
tocol, solubilized using 0.3 mM imidazole (pH 8.0). The
protein eluates were then desalted and concentrated
by ultrafiltration with Amicon Ultra 0.5 10K columns
(Merck Millipore, Burlington, Massachusetts, USA).
The resulting concentrated protein solution (typically
~5 mg/mL) was ready for use in a SDS-PAGE analy-
sis or spectroscopy or could be stored for a short time
at 4°C until use.

Steady-state absorption and

fluorescence spectroscopy

The absorbance and fluorescence spectra were re-
corded using a Caryl00 UV/VIS spectrophotometer
and a Cary Eclipse fluorescence spectrophotometer
(Agilent Technologies, Santa Clara, California, USA),
respectively. A protein solution in PBS (pH 7.4) was
used in all the cases. The fluorescence quantum yields
and extinction coefficients were determined as de-
scribed earlier [20].
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Monomericity testing

Gel filtration. Gel filtration experiments were per-
formed using a Superdex® 200 Increase 10/300 GL
column (Cytiva, Uppsala, Sweden) equilibrated with
a 20mM sodium phosphate buffer (pH 7.4) containing
150 mM NaCl at 24°C at a flow rate of 0.75mL/min.
The column was connected to an Agilent 1260 Bio-
Inert LC system equipped with an in-line Agilent
1260 diode array detector and an Agilent 1260 flu-
orescence detector and calibrated using cytochrome
C (12.4kDa), carbonic anhydrase (29 kDa), bovine
serum albumin (66 kDa), alcohol dehydrogenase
(150kDa), b-amilase (200kDa), and ferritin (450kDa).
The calibration details are presented in Fig. S6 and
Table S1. The equipment was controlled by the
Agilent OpenLAB CDS ChemStation Edition C.01.07
SR3 software.

OSER assay. The OSER assay was undertaken in
two variants. The first one, based on HeLa cells, was
similar to that described in ref. [12]. The cells were
transfected with the FUGENE® HD Transfection
Reagent (Promega, Woods Hollow Road, Madison,
USA) according to the commercial protocol. Images
were acquired with wide-field fluorescence micros-
copy using a modified Leica 6000LX inverted micro-
scope equipped with an mCherry filter cube (see the
Widefield fluorescence microscopy section). The im-
ages were processed using Fiji ImageJ distribution
(version 2.9.0/1.54b). Whorl-like structures were then
identified according to the guidelines elaborated by
Constantini et al. [23]. Due to the lack of whorl-like
structures in more than 80% of the transfected HeLa
cells and the resulting considerable difficulty in cap-
turing enough whorl-possessing HeLa cells for a valid
statistical analysis, the ratios between the mean fluo-
rescent intensities of the nuclear envelope and whorl-
like structures were not calculated.

The second variant of the OSER assay was similar
to that described in ref. [23]. U20S cells were trans-
fected with polyethyleneamine (PEI, Sigma-Aldrich,
Saint Louis, Missouri, USA). The observation was per-
formed 18 h post-transfection; the images were ana-
lyzed using the same Fiji ImageJ software to extract
the mean NE and OSER signals. Not less than three
linear ROIs for NE were traced for each cell using
the “straight” tracing instrument; the “freehand” in-
strument was used for OSER ROIs. The ratios were
calculated using the GraphPad Prism10 software.

Engineering of mammalian constructs. Mammalian
expression plasmids encoding fusions of Diogenes
with vimentin (vimentin-Diogenes), lifeact (life-
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act-Diogenes), ensconsin (ensconsin-Diogenes) and cy-
tokeratin (Diogenes-cytokeratin), as well as the fusion
with the cytoplasmic end of an endoplasmic reticu-
lum signal anchor membrane protein (CytERM; used
in the OSER assay), were assembled using Golden
Gate cloning according to the MoClo standard proce-
dure [24-26]. Each transcriptional unit for mamma-
lian expression included a CMV promoter, a coding
sequence for the fusion protein, and the SV40 ter-
minator. All Golden Gate cloning reactions were per-
formed in the T4 ligase buffer (SibEnzyme, Moscow,
Russia) with 10 U of T4 ligase, 20 U of either the
Bsal or Bpil restriction endonuclease (ThermoFisher,
Waltham, Massachusetts, USA), and 100-200 ng of the
DNA of each fragment. The assembly reactions were
performed under the following conditions: 30 cycles of
37°C and 16°C incubation (90 s at 37°C, 180 s at 16°C).

Widefield fluorescence microscopy

Widefield fluorescence microscopy was performed with
a Leica 6000LX inverted microscope equipped with a
Leica HCX PL APO 100X/1.40—0.70NA oil immersion
objective, a Zyla sCMOS camera (Andor, Oxford, UK),
and a CoolLED pE-300 light source. An mCherry cube
filter set (Leica, Wetzlar, Germany) was used (excitation
filter: 560/40, emission filter: 630/75). The typical illumi-
nation power ranged from 1 to 5 W/ecm? with exposure
times ranging from 50 to 150 ms.

pH-stability measurement

A set of pre-made buffer solutions with pH rang-
ing from 3 to 10.55 was used to prepare the protein
samples; the solutions contained 130 mM KCI, 30 mM
NaCl, 0.5 mM MgCl,, 0.2 mM EGTA, and 30 mM HCI-
NaH,C H,O, (pH 3.0-4.5) or 15 mM KH,PO,~Na,HPO,
(pH 5.0-7.5) or 20 mM Na,B,0 -HCI/NaOH (pH 8.0—
11.0) [27]. Each probe contained 5 pg/mL of the pu-
rified and desalted RFP. For each sample, the emis-
sion spectra were measured with a Cary Eclipse
Fluorescence Spectrometer twice for each of three
temporary points (immediately after preparation, af-
ter 3 min and 5 min), with a total of six measure-
ments per sample in a spectral range from 560 nm to
700 nm at Xex = 540 nm using a 5 nm ex/em slit, an
equal photomultiplier (PMT) voltage, and the scanning
speed values. The fluorescence intensity values at the
emission maxima were averaged from six reads. The
averaged data from all pH points for each RFP were
normalized to the maximum value within the set and
plotted on a graph with standard deviations. The sig-
moidal regions of the graphs were fitted (4PL logistic
curve, 95% confidence, n = 6) in GraphPad Prism10;
the pKa of each protein was defined at a read of 0.5
on the fitting curve.

Fluorescence lifetime measurements

Nanosecond and picosecond setups. Measurements
were made using a time-resolved (TCSPC) miniTau
fluorescence spectrometer (Edinburgh Instruments,
Livingston, UK) in a 20 ns window divided into 2,048
time channels. The fluorescence was excited using: (i)
an EPL-450 picosecond laser (Edinburgh Instruments,
Livingston, UK) with a central emission wavelength
of 445.6 nm, a pulse width (FWHM) of ~ 90 ps@10
MHz driven at a repetition rate of 20 MHz; (ii) an
EPLED-590 nanosecond pulsed LED (Edinburgh
Instruments, Livingston, UK) with a central emission
wavelength of 590 nm and a pulse width (FWHM)
of ~ 1.3 ns driven at a repetition rate of 20 MHz.
The photons were counted in a spectral range of
575—625 nm. The data processing, visualization,
and determination of ¥ (Pearson’s test) were per-
formed using the Fluoracle 2.5.1 software (Edinburgh
Instruments, Livingston, UK).

Femtosecond setup. The fluorescence decay kinetics
of RFPs were recorded by a single-photon count-
ing (SPC) detector with an ultra-low dark count rate
(HPM-100-07C, Becker & Hickl, Germany) in the
620/10 spectral window and adjusted by an ML-44
monochromator (Solar, Belarus). Fluorescence was
excited at 590 nm (repetition rate, 80 MHz; pulse
width, 150 fs; optical power, 5 mW) using the sec-
ond harmonics (ASG-O, Avesta Project LTD, Moscow,
Russia) of a femtosecond optical parametric oscilla-
tor (TOPOL-1050-C, Avesta Project LTD.) pumped
by a Yb femtosecond laser (TEMA-150, Avesta
Project LTD). The emission signal was collect-
ed perpendicular to the excitation beam. The sam-
ple temperature was stabilized during the experi-
ment at 25°C with a cuvette holder (Qpod 2e) with
a magnetic stirrer (Quantum Northwest, USA). The
SPCM Data Acquisition Software v. 9.89 (Becker &
Hickl, Germany) was used for data acquisition. The
SPCImage software (Becker & Hickl, Germany) was
used for the exponential fitting of fluorescence decays
considering the incomplete decay of RFPs due to the
high repetition rate. Post-processing and visualization
of the collected data were performed using the Origin
Pro 2018 software (OriginLab Corporation, USA).

Photostability measurements

Purified proteins, low excitation intensity. For the
photobleaching experiments, the RFPs immobilized
on TALON metal-affinity resin beads were imaged.
Measurements were performed using a DMIRE2
TCS SP2 laser scanning confocal inverted microscope
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(Leica Microsystems, Wetzlar, Germany) equipped
with an HCX PL APO lbd.BL 63% 1.4NA oil objective
and a 1.2 mW HeNe laser. The red fluorescent signal
was acquired using the 543 nm excitation laser line
and detected within a 560—670 nm spectral range.
The selected field of view (16X zoom) was scanned in
the time-lapse (between frames) mode, wherein the
sequence of detection and bleaching frames was re-
peated 500-1,500 times without delay. To detect the
red fluorescence signal, a 10%—20% laser power and
PMT voltage of 700-800 V were used. For fluoro-
phore photobleaching, the 100 % laser power (yielding
about 2 W/cm? power density) was used. The fluo-
rescence data were all background-subtracted, aver-
aged (n = 5), and normalized to the maximum value.
A LaserCheck (Coherent, Saxonburg, Pennsylvania,
USA) power meter was used to measure the total
power of the excitation light after the microscope’s
objective. The light power density (W/cm?) was esti-
mated by dividing the total power by the area of the
laser-scanned region.

In cellulo measurements, high excitation intensity.
For the photobleaching experiments, the fluorescence
signal of the RFPs, transiently expressed in the HeLa
cell culture and lacking a specific intracellular tar-
geting signal, was acquired. Measurements were per-
formed using a Nanoimager S (ONI, Oxford, UK)
microscope equipped with an Olympus UPlanSApo
x100 NA 1.40 oil immersion objective, a 561 nm la-
ser, a 560 nm on-camera beam splitter, and a Scope8
SCMOS camera. The cells were irradiated in the epi-
fluorescence mode with the 561 nm laser at a power
density of 800 W/cm? with simultaneous continuous
signal recording and minimal delays between frames.
Data analysis was performed using the FiJi ImageJ
1.53f51 software [28].

Single-molecule localization microscopy

Super-resolution BALM imaging of the cytoskele-
ton of cultured mammalian cells was performed as
follows. Immediately before imaging, the cell me-
dium was replaced with the minimal essential me-
dium (MEM, Sigma-Aldrich, Saint Louis, Missouri,
USA) supplemented with 20 mM HEPES. Single-
molecule localization super-resolution imaging of liv-
ing cells was performed using a Nanoimager S (ONI,
Oxford, UK) microscope equipped with an Olympus
UPlanSApo X100 NA 1.40 oil immersion objective, a
561 nm laser, a 560 nm on-camera beam splitter, and
a Scope8 sCMOS camera. Imaging was performed us-
ing the following imaging condition set: a 2 kW/cm?
561 nm laser and 16.7 ms frame time (60 fps acqui-
sition speed). The imaging procedure with addition-
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al photostimulation by 405-nm laser flashes had the
following conditions: imaging by a 561 nm laser op-
erating at 2 kW/cm? was accompanied by 405 nm la-
ser flashes with a duration of 0.4 s and an illumina-
tion density of ~ 215 W/cm?, applied every 22 s. The
frame recording time was 16.7 ms, and the acquisition
speed was 60 fps. The difference between the sig-
nal-to-noise ratio of mKate2-K67R/R197H, TagRFP-T,
and mKate2 localizations was assessed using the
Kolmogorov—Smirnov test. Image acquisition and su-
per-resolution reconstruction were performed using
the NimOS 490 1.18.3.15066 software (ONI, Oxford,
UK). Image reconstruction was done using default pa-
rameters. Data analysis was performed using the FiJi
ImageJ 1.53f51 [29] and custom Python 3.9 scripts.

RESULTS AND DISCUSSION

To clarify the roles played by particular amino acid
substituents in the chromophore environment of
FusionRed and mKate2 in the physicochemical dis-
tinctness of these fluorescent proteins (including their
spectral differences and features of chromophore
maturation), we conducted a systematic mutation-
al analysis implying the introduction of single, dou-
ble, and triple reciprocal substitutions (Fig. SI1) at the
key positions 67, 158, and 197, which had earlier been
identified as ‘gatekeepers’ of the FusionRed chromo-
phore behavior based on its crystal structure [20].

Description of the reciprocal mutants

Single mutations. Substitution at position 67
(ArgeLys) had differential effects on the parental
proteins. Thus, the mKate2-K67R variant was found
to have negligible absorption in the visible range and
to be almost non-fluorescent; the mutation probably
strongly affected folding and/or chromophore matu-
ration. Conversely, FusionRed-R67K contains several
well-marked spectral species, which likely correspond
to different chromophore structures (Table 1, Fig. S2).
Its absorption (being simultaneously fluorescence ex-
citation) peaked at 389, 514, and 580 nm. The latter
red emissive species (A, . = 580 nm, A = 610 nm)
behaves similarly to the parental FusionRed, while
both short-wave species are supposed to be the popu-
lations of immature chromophore.

We assumed that a blue-emitting spectral species
(}»abs/ex = 389 nm, A__ = 450 nm) corresponds to the
neutral GFP-type chromophore, which is the well-
described intermediate of the DsRed chromophore
maturation [30, 31]. A yellow fluorescent species
(kabs/ex = 514 nm, A = 522 nm) of FusionRed-R67K,
which spectrally resembles conventional yellow fluo-
rescent proteins (EYFP, TagYFP) that bear a GFP-
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Table 1. Summary of the spectral properties, chromophore maturation, and post-translational chemistry observed in the
set of single, double, and triple reciprocal mutants of FusionRed and mKate2

Absorption EC? Molecular
Protein cak pnm A /h,,, nm (M) FQYP? brightness Comment
peax, (EC * QY/1000)
FusionRed-R67K/C158A/ . . 376/409; 488/508; poor
HI197R 376; 488; 583 583/616 n/d <0.05 n/d maturation’
i = poor
FusionRed-C158A/H197R n/d n/d n/d n/d n/d maturation®
FusionRed-R67K/H197R | 380; 488; 584 | 550/449; 488/511; n/d 0.62 n/d
584/616
FusionRed-R67K/C158A 386; 513; 580 n/d n/d n/d n/d poor
maturation
FusionRed-H197R n/d 570/607 n/d <0.01 n/d poor
maturation
FusionRed-C158A 571 571/598 91 000 0.24 21.84 [20]
. o 389/450; 514/522;
FusionRed-R67K 389; 514; 580 580/610 n/d 0.3 n/d

mKate2-A158C/R197TH

380; 513; 583

380/435; 583/611

n/d

0.39

n/d

mKate2 586 588/633 62 500 0.4 25 [21, 33]
mKate2-K67R 405; 588 n/d n/d n/d n/d mat{’l‘;‘;‘;ion*
mKate2-A158C 380; 590 590/624 47 300 047 22.2 [20]
mKate2-R197H 385; 510; 582 55};;//%21‘;; n/d 0.26 n/d

mKate2-K67R/A158C n/d n/d n/d n/d n/d atoation’

mKate2-K67R/A158C/R197H

n/d

n/d

n/d

n/d

n/d

poor

maturation”

Note: n/d — not determined.

2Molar extinction coefficient; EC has not been determined for the variants possessing several spectral species.
Fluorescence quantum yield; FQY was measured for the red emissive species only.

‘Label applied if a low-to-invisible bacterial biomass fluorescence 48 h post transformation and/or low relative absorb-
ance at the chromophore-related wavelengths (e.g., A280/A580 > 10) was observed.

chromophore m-stacked with the tyrosine-203 resi-
due [32], is less usual for RFPs. As one can speculate,
the R67K substitution led to partial “freezing” of the
FusionRed chromophore maturation at the pre-last
oxidation step (GFP-like chromophore), and an anionic
GFP-chromophore (usually absorbing at 470-500 nm)
underwent a bathochromic spectral shift (to the yel-
low species) due to its m-stacking with the imidazole
ring of histidine-197.

The influence of a reciprocal mutation at position
158 (Cys+Ala) on the spectral properties of FusionRed
and mKate2 has earlier been documented [20].
Although this substitution did not result in the for-
mation of new spectral species or severe inhibition
of the chromophore maturation (or strong changes in
molecular brightness), we include the data on the cor-

responding mutants (FusionRed-C158A and mKate2-
A158C) in Table 1 for uniformity.

The mutations at position 197 (His®Arg) had ef-
fects that were antagonistic to those of R67K/K67R.
Similarly to mKate2-K67R, FusionRed-H197R was
found to possess negligible absorption in the vis-
ible spectral region and to be almost non-fluores-
cent due to hindrance in the chromophore matura-
tion. mKate2-R197H has its the absorption maxima
at 385, 510, and 582 nm, of which two latter are also
the fluorescence excitation peaks, and emits at 520 nm
and 612 nm (Table 1, Fig. S3). The identities and ori-
gins of these spectral species are suggested to be the
same as those of FusionRed-R67K. Notably, there is
a well-marked hypsochromic shift in the absorption/
emission maxima of the red species of mKate2-R197H
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Fig. 1. The absorp-
tion (A) and fluores-
cence (B) spectra of
mKate2-K67R /R197H
compared to those

of its parent mKate2
and close homologue,
FusionRed (absorption
only). The wavelengths
of the maxima of major
bands are shown in the
bubbles. In the fluores-
cence graph, dashed
lines show fluorescence
excitation; solid lines

— mKate2
FusionRed
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Table 2. Brief summary of the spectral properties possessed by mKate2, FusionRed, and mKate2-K67R /R197H, aka

Diogenes
. " , Molecular Brightness Fluorescence
ik, 1
Protein A, nm A, nm EC (M'em™) FQY (EC - FQY/1000) Fireithans, s
mKate2 588 633 62,500 0.4 25 2.4'/2.05!
FusionRed 580 608 94,500 0.19 17.955 1.6
mKate2-K67R/R197H 579 603 90,000 0.44 39.6 2.21

#Intensity-weighted average lifetimes are shown. For mKate2, two lifetime values obtained at different setups are

shown (see the “Fluorescence lifetime" section).

'Monoexponential fitting gave adequate goodness (¥ < 1.3);

ZBiexponential fitting gave adequate goodness (y* < 1.3).

compared to the parental mKate2 protein (582/612 nm
vs. 588/633 nm), which proves the key role played by
His-197 in the determination of the FusionRed spec-
tral distinction.

Double mutations. The chromophore maturation in

both proteins was generally less tolerant to the in-
troduction of sets of two amino acid substitutions.
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Thus, three out of six double mutants were either ex-
tremely dim and weakly absorbing or almost non-flu-
orescent and having no detectable absorption maxi-
ma in the visible range (see Table 1). In the relatively
bright FusionRed-R67K/H197R variant, an antagonis-
tic functionality of the residues at positions 67 and
197 is expressed. The R67K mutation partially un-
locks the chromophore maturation strongly inhibited
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Fig. 2. Summary of the Diogenes examina-
tion using the OSER assay. (A) Histogram
showing the total cell number (HelLa) and
distribution of three phenotypes between
them; (B) The gallery of fluorescence im-
ages illustrating the phenotypes observed
during the OSER-based examination in live
Hela cells. The “Whorl structures” column
depicts the cells where homo-oligomeriza-
tion of the label yielded the typical organ-
ized smooth endoplasmic reticulum (OSER)
structures (whorls) as they have been earli-
er described [12, 23]. The “Mixed phe-

notype" row represents the cases when
some labeling artifacts other than typical
whorls (small puncta, dots, regions with
locally increased brightness) are observed.
The “Normal phenotype"” row exemplifies
the cells with an evenly stained ER tubular

network; (C) Graph showing the quantita-
tive analysis of the OSER : NE intensity ra-
tio in live U20S cells. The red box indicates
25-75 percentile of the readings; whiskers
stand for the min and max read of the set.

A OSER assay
Total
number | 2050
of cells
63.9%
Normal
phenotype NN 1329
. 23.1%
Mixed ?
phenotype INEG_—_ 482
12.9%
Whorl
structures NN 269
0 500 1000 1500 2000
B c
Whorl Mixed Normal
structures  phenotype phenotype 77
6-
Mean OSER : NE
ratio: 2.175312
2 51 St deviation: 0.929999
© Max: 6.352437
w 41 Min: 0.656091
Z Median: 1.9860003
-~ 3
07
1 -
c T

Median is illustrated by a horizontal line
within the box; the dash-and-dot line at
2.3 indicates the monomer's threshold
OSER : NE value according to the original
paper [23]. Descriptive statistics for the

Diogenes

by H197R. FusionRed-R67K/H197R possessed three
emissive species (Table 1, Fig. S4): the blue-emit-
ting neutral GFP (kabs/ex = 380 nm, A = 449 nm),
the green-emitting anionic GFP (A, . = 488 nm,
A, = 511 nm), and the red-emitting DsRed-like
one (?\abs/ex = 584 nm, A = 616 nm). Remarkably,
the red form of FusionRed-R67K/H197R showed a
well-defined bathochromic shift in both absorption
and emission (4 and 8 nm, respectively) compared
to the parental FusionRed, thus providing addition-
al evidence of the role of the substituent at position
197 in spectral tuning of RFPs. The mKate2-A158C/
R197H variant demonstrates a complex spectral be-
havior (Table 1, Fig. S5) similar to that observed for
the FusionRed R67K and mKate2 R197H proteins.
In mKate2-A158C/R197H, the R197H substitution is
likely to provide a hypsochromic shift of the fluores-
cence spectra of the red species, as well as a stacking
interaction with the immature “green” chromophore,
leading to the formation of spectral species with an
absorption maximum at 513 nm. Importantly, the lat-
ter was found to be non-fluorescent.
mKate2-K67R/R197H was the only variant from
the library of the mKate2/FusionRed reciprocal mu-

data are shown in the inset

tants that exhibited fast chromophore maturation
and high molecular brightness. Its fluorescence quan-
tum yield of 0.44 and extinction coefficient of 90,000
make it 1.6 times brighter than mKate2 and 2.2 times
brighter than FusionRed protein. In contrast to the
parental protein, this double mutant lacks the minor
shortwave absorption peaks at ~ 390 and ~ 450 nm
attributed to immature chromophore and exhibits a
blue-shifted main absorption band with a pronounced
‘shoulder’ at ~ 540 nm, typical of FusionRed (Tables 1
and 2, Fig. 1).

Triple mutations. The introduction of the full triad of
reciprocal 67/158/197 substitutions had a striking ef-
fect on protein maturation. Thus, both triple mutants,
mKate2-K67R/A158C/R197H and FusionRed-C158A/
H197R/R67K, displayed undetectable-to-very-low ab-
sorbance/fluorescence in the visible part of the spec-
trum (see Table 1), presumably indicating chromo-
phore “freezing” in the early stages of maturation.
The information value of these variants in terms of
establishing the molecular determinants of the spec-
tral distinctiveness of FusionRed/mKate2 turned out
to be low.
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Over all, our phenotypic analysis revealed that
the substitutions at position 67 likely cause a shift
of the chromophore within the beta-barrel, since, af-
ter the mutagenesis, the spectroscopic signs of its
m-stacking interaction with histidine-197 (if any) are
changed compared to those in the parental proteins.
The impact of these substitutions on chromophore
maturation is also evident: in all the cases, except
for mKate2-K67R/R197H, they led to either a strong
alteration in the maturation or at least an elevated
presence of the shortwave spectral species represent-
ing maturation intermediates. Substitutions at position
197 induce spectral shifts, a bathochromic absorption/
emission shift in the case of the FusionRed-derived
variants and a hypsochromic one in the mKate2 mu-
tants. We speculate that the reason behind this phe-
nomenon might have to do with the m-stacking in-
teraction between the chromophore and histidine
(occupying position 197 in the original FusionRed)
switched off/on by reciprocal mutations. Additionally,
these mutations were shown to have a noticeable im-
pact on the chromophore maturation process.

Physicochemical properties of mKate2-K67R/R197H
and its performance in microscopy

Next, we endeavored to achieve a detailed charac-
terization of the physicochemical properties of the
mKate2-K67R/R197H protein, named Diogenes, by
focusing on its performance in cellular fluorescence
imaging.

Oligomeric state and protein labeling. The first step
was to analyze the protein’s oligomeric state, which is
among the key predictors of efficient low-disturbed/
minimally invasive labeling of intracellular targets.
The gel filtration chromatography data (Figs. S6 and
S7) show that the purified protein elutes as a single
peak with an estimated molecular weight of ~38 kDa
(at a concentration of up to at least 5 mg/mL). Since
this molecular weight corresponds neither to the
monomer (~25 kDa) nor to the dimer (~50 kDa), the
gel filtration data cannot be interpreted unambiguous-
ly. One can assume that concentrated Diogenes in an
aqueous solution is either a strict monomer or a strict
dimer, having anomalous chromatographic mobility
in either case. Alternatively, it is possible that we ob-
served an equilibrium mixture of the monomeric and
dimeric states.

It would be reasonable to expect that, in terms of
their oligomeric state, Diogenes would be close to pa-
rental mKate2, which was originally described as a
monomer [21], with further evidence of some pro-
pensity to oligomerize in aqueous solutions at a high
concentration [10] and in cellulo [12]. Meanwhile, it is
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important to evaluate how the monomeric quality of
this variant compares with that of its spectral analog,
FusionRed. During the engineering of the latter, con-
siderable effort was devoted to optimizing the outer
surface of the beta-barrel, including the elimination
of potentially dimerizing residues [10]. It was indeed
shown that purified FusionRed behaves as a strict
monomer [10] and scores higher on the monomeric-
ity ranking than mKate2 when examined in cellulo
(91.5 = 3.0% vs. 81.1 £ 6.1% in the OSER assay [12]).
However, establishing a causal link between the mo-
nomerizing mutations introduced into FusionRed and
its better performance in cellulo remains somewhat
debatable, since the rational design of these substi-
tutions was based on the spatial structure of mKate
rather than on that of mKate2 [34]. Moreover, pro-
tein folding and the observed molecular interactions
in crystals may not fully correspond to those in the
aqueous phase [35, 36]. In any case, the ambiguous
chromatographic picture for Diogenes prompted us to
try to evaluate its oligomeric state in a cellular model
system.

To this end, we applied an OSER assay [23], which
has become the de facto standard for assessing the
monomerization of fluorescent proteins in cellulo [12,
37]. Since modern uses of the OSER assay often di-
verge from the original one, we performed the assess-
ment in two different cell lines: HeLa for the wide-
ly-used simplified (OSER to non-OSER phenotypic)
assessment and U20S for the original (OSER : NE ra-
tio) assessment. In HeLa, the analysis revealed ~ 87%
whorl-free cells (Fig. 2A), which could be interpreted
as a relatively high monomeric grade lying between
the FusionRed and mKate2 scores published previ-
ously [12]. However, in addition to the obvious OSER-
negative/positive cells, we observed a well-represent-
ed (~ 23%) cell fraction possessing diverse labeling
features, such as small puncta, dots, local areas with
increased brightness, which probably should not be
attributed to a typical tubular ER phenotype (we la-
beled this population “mixed phenotype”, see Fig. 2B
for details). The aforementioned structures can be
an indication of protein aggregation or its non-spe-
cific interaction with the intracellular environment,
which could probably limit its efficiency in some cir-
cumstances. As per the original OSER analysis proto-
col in U20S, the revealed mean OSER : NE ratio of
Diogenes is 2.175, with the median value of 1.986 and
standard deviation of 0.9299. Despite the relatively
large standard deviation, both the mean OSER : NE
ratio and the median allow us to consider Diogenes
monomeric, with the monomericity borderline set at
OSER : NE < 2.3 £ 0.6 [23]. Finally, we assembled sev-
eral mammalian expression constructs for visual eval-
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uation of the effectiveness of mKate2-K67R/R197H
when working in fusions. For this testing, we select-
ed targets (cytoskeleton proteins) whose visualization
quality, according to our experience, noticeably de-
pended on the oligomeric status of the tag (Fig. 3). We
subjectively rated the labeling quality as very high.

pH stability of Diogenes. Next, we compared the sta-
bility of fluorescence intensity between Diogenes and
its relatives, mKate2 and FusionRed, within the wide
pH range of 3—11 (Figs. S8 and S9). Over all, the pro-
tein exhibited a high pH stability, similar to that of
mKate2, which is among the most pH-stable RFPs.
Specifically, it could sustain a fluorescence level of
= 80% of the maximum within the most physiological-
ly and biochemically relevant pH range of 6.5-9.5. In
the acidic range (pH 3-6), Diogenes showed a lower
relative brightness than FusionRed but slightly sur-
passed mKate2 (their pKa values were determined to
be 6.1, 5.76 and 6.16, respectively). Unlike both coun-
terparts, Diogenes fluorescence decreases abruptly in
the strongly alkaline pH range of 10—11, although this
acidity level is not that biologically relevant.

Fluorescence lifetime. We then measured the fluores-
cence decay kinetics of the purified mKate2-K67R/
R197H (Diogenes) in an aqueous solution using the
time-correlated single photon counting approach and
three different instrument setups (Figs. S10-S12).
Importantly, the decay was shown to be monopha-
sic in all the cases, with a lifetime value of ~ 2.2 ns.
Surprisingly, in contrast to it and the FusionRed pro-

Fig. 3. Fluorescent labeling of intracellular structures with
Diogenes in live HelLa Kyoto cells. (A) Vimentin—Dio-
genes; (B) lifeact—Diogenes; (C) ensconsin—Diogenes;
and (D) Diogenes—cytokeratin; Scale bars are 15 pm

tein, which showed a biphasic fluorescence decay and
a mean lifetime of ~ 1.6 ns with every setup used, the
lifetime of the parental mKate2 was noticeably de-
pendent on the measurement equipment. Thus, upon

A B
1.0 ' 1.0
s=smKate2-K67R /R197H — mKate2-K67R /R197H
—— FusionRed .
0.8 0.8- —— FusionRed
mKate2
mKate2

Normalized fluorescence, a.u.

) 100

200 300

Time, s

400

Normalized fluorescence, a.u.

0-0 T T T
700 0 1 2 3 4 5

Time, s

Fig. 4. The photobleaching kinetics of the red fluorescent proteins mKate2-K67R /R197H (Diogenes), mKate2, and
FusionRed measured in an aqueous solution of the purified protein at an excitation power density of ~ 2 W /cm? (A) and
live HeLa cells at ~ 1 kW /cm? (B). Solid lines indicate the mean fluorescence intensity during photobleaching. Transpar-
ent areas indicate the standard deviation (five protein-containing particles or 20 cells for each fluorescent protein)
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excitation with a 450 nm picosecond laser (FWHM  Photostability of Diogenes. High photostability is a de-
~100 ps, 20 MHz) and a 590 nm nanosecond pulsed sirable fluorophore property for both conventional flu-
LED (FWHM ~1.5 ns, 20 MHz), its lifetime was 2.4 ns orescence imaging and microscopy techniques with
(Figs. S10 and S12), while being only 2.05 ns upon high spatial and temporal resolution [41]. Moreover,
excitation with a 590 nm femtosecond laser (FWHM the photobleaching rate of a fluorescence protein may
~150 fs, 80 MHz) (Fig. S11). The reasons for such flex- depend, non-linearly, on the excitation source pow-
ibility remain unclear; they might be connected with er [12, 41]; this phenomenon can have a considera-
some kind of excited-state processes known to oc- ble impact when choosing a specific probe variant
cur in mKate2 and related proteins [30, 38]. Taking for a particular experiment. In this regard, we meas-
into account the excitation/emission wavelengths of ured the photostability of Diogenes in two different
Diogenes, mRuby [39] or mRuby2 [40] could be con- model systems (Fig. 4). The photostability of purified
sidered its close competitors in terms of fluorescence mKate2-K67R/R197H measured in an aqueous envi-
brightness/lifetime. ronment (protein immobilized on microparticles) at a
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Fig. 5. Comparison of the live-cell super-resolution imaging performance of mKate2-K67R /R197H, TagRFP-T, and
mKate2 as parts of vimentin fusion proteins in live HeLa cells under the following imaging conditions: 2 kW /cm? 561 nm
laser; 16.7 ms frame time; 20,000 frames. Super-resolution images of live Hel a cells transfected with vimentin—Dio-
genes, vimentin—TagRFP-T, and vimentin—mKate2, respectively (A), (B), (C); Scale bars are 5 pm. Stability of localiza-
tion density of Diogenes, TagRFP-T, and mKate2 (D). The histogram of changes in the number of detected photons per
single-molecule event over time of Diogenes, TagRFP-T, and mKate2, respectively; vertical lines represent the median
values (E), (F), (G). 2D histograms of localization precision per single-molecule event of Diogenes, TagRFP-T, and
mKate2, respectively (H), (1), (J); vertical lines on 1D histograms represent the median values. Signal-to-noise ratio of
detected localizations (K); whiskers show the standard deviation, orange horizontal lines indicate median values

128 | ACTA NATURAE | VOL. 17 Ne 2 (65) 2025



RESEARCH ARTICLES

moderate power density typical of a widefield fluores-
cence microscope (~2 W/cm?) was found to be slight-
ly higher than that of FusionRed (bleaching ¢ , 215 s
vs. 165 s) and significantly lower than that of mKate2
(t,, =590 s, Fig. 4A). Surprisingly, in live HeLa cells
upon high-intensity (-1 kW/ecm?) excitation, typical
of SMLM techniques, the new RFP showed better
performance than mKate2 (ca. twofold higher pho-
tostability, Fig. 4B) and approximately the same as
FusionRed, which is much dimmer and was, there-
fore, expected to be more photostable.

Single-molecule behavior of mKate2-K67R/R197H
The increased photostability of Diogenes observed
during imaging in a high excitation power mode, sim-
ilar to that used in single-molecule microscopy tech-
niques, prompted us to investigate the protein’s be-
havior at the single-molecule level. Preliminary runs
performed using dSTORM-like settings of the su-
per-resolution fluorescence microscope on droplets of
the purified protein revealed a pronounced stochas-
tic blinking behavior of Diogenes (data not shown).
Critically, red and far-red FPs, including variants
such as mScarlet, mKate2, TagRFP, FusionRed, and
FusionRed-MQ, although exhibiting blinking behav-
ior [28, 42, 43], mostly fell short of green fluorescent
proteins in terms of single-molecule performance,
with only a few exceptions [42]. Therefore, evaluating
the potential of new RFP variants for various SMLM
techniques, where spontaneous fluorescence blink-
ing can be utilized to refine the localization of labeled
molecules, is important.

Here, we applied single-molecule localization mi-
croscopy (SMLM) to determine whether the Diogenes
variant is capable of spontaneous blinking in cel-
lulo and of visualizing intracellular structures with
enhanced resolution. We chose the parental protein
mKate2 and TagRFP-T, a protein known to have the
strongest blinking pattern among the previously ex-
amined RFPs [42], as references. The single-molecule
performance of Diogenes, TagRFP-T, and mKate2
was compared in a model system where these probes
were fused with vimentin, transiently expressed in
live HeLa cells, and monitored under conditions of
super-resolution microscopy (Fig. 5).

Under the illumination of 2 kW/em? at 561 nm
light and with a 16.7 ms frame time, all the proteins
blinked at a single molecule level, allowing for the re-
construction of the sub-diffraction image of vimen-
tin fibers in live HeLa cells (Fig. 5A—C). Comparative
analysis revealed that the stability of localization
density was similar for all three proteins (Fig. 5D).
Additionally, the difference in the median single-mol-
ecule brightness value was negligible among these

proteins (Fig. 5E—G). The localization accuracy of
Diogenes appeared to be slightly higher than that
of mKate2 and TagRFP-T (20.5 nm vs. 24 nm and
25 nm, respectively, Fig. 5H-J), while the median val-
ue of the signal-to-noise ratio was ~1.5-fold higher
for Diogenes than it was for mKate2, although the
differences in the overall datasets for signal-to-noise
values were insignificant (Fig. 5K). In conclusion, the
performance of Diogenes in live-cell SMLM is on par
or even slightly better than that of RFPF, which was
previously described as a promising probe for this mi-
croscopy modality [42]. However, it is still inferior in
terms of the stability of localization density, molecular
brightness, and localization precision to green fluo-
rescent proteins capable of spontaneous blinking (e.g.,
mNeonGreen [44] and mBaoJin [45]). Intriguingly,
additional 405 nm laser irradiation during imaging
affected the density of localization of all three pro-
teins (Fig. S13). Short violet laser flashes (illumination
density of ~ 200 W/cm?) significantly increased the
number of recorded localizations of all three proteins.
Although this experiment is not sufficient to draw a
conclusion about the nature of this phenomenon, it is
possible that short-wave illumination may induce ad-
ditional maturation of the chromophore and/or switch
the chromophore from the long-lived dark state to the
fluorescent state (e.g., via cis-trans isomerization of
the chromophore).

CONCLUSIONS

In this study, we systematically inspected the library
of reciprocal mutants of the far-red fluorescent pro-
tein mKate2 and its daughter, the red FusionRed.
We aimed to clarify the particular role of three res-
idues in the chromophore environment (Arg/Lys-67,
Cys/Ala-158, His/Arg-197) in determining the pho-
tophysical identities of these widely used genetically
encoded probes.

One of the members of the constructed library,
mKate2-K67R/R197H, named “Diogenes”, exhibit-
ed a good combination of physicochemical and spec-
tral properties, thus showing promise as a probe for
conventional fluorescence microscopy techniques, as
well as advanced imaging modalities of high spatial
(SMLM) and temporal (FLIM) resolution. It inherits
the advantages of both related proteins (FusionRed
and mKate2). In particular, it possesses high fluo-
rescence brightness, exhibits a monophasic fluores-
cence decay like mKate2, and shows good perfor-
mance as a fusion tag similar to FusionRed. In terms
of monomerization, Diogenes surpasses the parental
mKate2 and possibly approaches the monomeric qual-
ity of FusionRed. The relatively high photostability of
Diogenes (especially when normalized to the molecu-
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lar brightness of the protein) under conditions of in-
tense irradiation, as well as its remarkable ability for
405 nm illumination-induced photoactivation, which
likely opens up possibilities for modulating its single-
molecule behavior under live-cell multiphoton micros-
copy, are also worth noting. Our findings include in-
direct evidence that a smaller fraction of molecules
trapped in long-lived transient dark states might
be present in the population of Diogenes molecules
(Fig. S10). Together with the absorption spectroscopy
data (Fig. 1A), this may indicate a higher quality of
chromophore maturation and steric adaptation inside
the protein molecule compared to related RFPs.

It is important to note that, compared to its spec-
tral analog, FusionRed, Diogenes carries a mini-
mal number of mutations relative to the parental

mKate2. Furthermore, the combination of substitu-
tions (K67R/R197H) we found in the reciprocal li-
brary analysis was previously independently trans-
ferred from the bright but oligomerization-prone
TagRFP protein to the dim monomer mKate2.5 to
obtain FusionRed [10]. Like its relative FusionRed [18,
46], Diogenes can become a template for future semi-
rational optimizations of RFPs, including those using
high-throughput approaches. ®
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SUPPLEMENTARY MATERIALS D. A. RUCHKIN, ET AL. “THE TWO KEY SUBSTITUTIONS IN THE CHROMOPHORE
ENVIRONMENT OF mKate2 TO PRODUCE AN ENHANCED FUSIONRED-LIKE RED FLUORESCENT PROTEIN"

‘ ", 671158197
e '... B87/158/197
S ——————

J

Fig. S1. Scheme showing how the library of point reciprocal mutants used in this study was engineered. The upper panel
illustrates a general idea of ‘exchanging’ amino acid residues at positions 67 /158 /197 between the original FusionRed
and mKate2 proteins. In the center of the scheme, there is a principle of IVA-cloning-based site-directed mutagene-

sis explained graphically (blue arrows are oligonucleotides; pink circles are DNA mismatches with substituted codons;
dashed-lined ellipses depict vector backbone; the dotted cross shows recombination and ligation of the full-vector-PCR

product). Aligned thick arrows on the left and right represent particular variants carrying single, double, and triple (sin-
gle arrow) substitutions (mutated sites are shown as vertical bands of the “opposite” color)

VOL. 17 Ne 2 (65) 2025 | ACTA NATURAE | S1
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Fig. S2. Absorption (A) and fluores-
cence emission (B) spectra of Fusion-
Red-R67K compared with those of its
parent FusionRed. Wavelengths of
the maxima of major bands are shown
in the bubbles. In the fluorescence
graph, excitation wavelengths used
for recording the emission spectra are
shown in the legend (the right upper
corner)

08 = FusionRed

= FusionRed-RETK

06

Normalized absorbance, a.u.

0.4

02

650 700
‘Wavelength, nm

FusionRed-R67K,
T Aex=390nm

FusionRed-RE7K,

Aex=480nm

08
FusionRed-RE7K,
Aex=560nm

= FusionRed
06

i gl

02

Normalized fluorescence, a.u.

400 450 500 550 600 650 700
‘Wavelength, nm

[ Fig. S3. Absorption (A) and fluores-
1 ok cence emission (B) spectra of mKate2-
5 ‘ R197H compared with those of its
g os e parent mKate2. Wavelengths of the
= maxima of major bands are shown in
E - the bubbles. In the absorption graph,
< the spectrum of FusionRed-Ré67K (solid
A - - blue line) is also added as a reference.
5 In the fluorescence graph, excitation
E o2 wavelengths used for recording the
- emission spectra are shown in the leg-
o end (the right upper corner)
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Fig. S4. Absorption (A) and fluorescence
emission (B) spectra of FusionRed-R67K /
H197R compared with those of its parent
FusionRed. Wavelengths of the maxima of
major bands are shown in the bubbles. In the
fluorescence graph, excitation wavelengths
used for the emission spectra recording are
shown in the legend (the right upper corner)

Fig. S5. Absorption (A) and fluorescence
emission (B) spectra of mKate2-A158C/
R197H compared with those of its parent
mKate2. Wavelengths of the maxima of major
bands are shown in the bubbles. In the fluo-
rescence graph, excitation wavelengths used
for recording the emission spectra are shown
in the legend (the right upper corner)
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MW, kDa Table S1. Protein standards used to calibrate a gel filtra-
-@Q"b@ 03@1\ @“’9 \bs;?’ P B A S tion setup. The leftmost column represents the protein
50 - = 2 name; the central, molecular weight, kDa; the rightmost
] 126: one, elution time while calibrating
N
. 1% Molecular | Elution ti
. olecular ution time,
o ; errgistn mass, kDa min
?5: 30 4 18 3
x
<(?d 8 % CytochromeC, horse heart 124 23.354
T (%]
7 ; Carboanhyd
2 arboanhydrase,
1 g bovine erythrocytes & LA
=}
i

J 12 BSA 66 17.767
5 J

T T T T T T T T T 0
10 12 14 16 18 20 22 24 26 28 30 el CEIVETHEERE, 150 15.995
Time, min yeast
B-amylase, sweet potato 200 15.253
Fig. S6. Gel filtration chromatography of a purified
mKate2-K67R /R197H (Diogenes) sample. Eluate was »
monitored using in-line absorbance and fluorescence Ferritin, horse spleen 450 12.723
detectors.
1000
| Superd%;(_lncrease 10x300GL y+ 301736055
PBS pH 7.4 i e
0.75 ml/min fZ=0.9975
'\\
D100 \\ —
2] N

AN
N
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Time, ns

10

Fig. S7. Calibration plot used to determine molecular weights in the gel filtration /liquid chromatography setup (see the
Materials and Methods section, main text). Blue squares show the protein standards used for calibration. Column type
and equilibration /elution parameters, as well as the linear fitting results, are described on the graph
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—»— Diogenes
-= mKate2

——

FusionRed

Fig. S8. Graph showing the fluorescence intensity dependence on pH (pH stability) measured for the purified mKate2-
K67R /R197H (Diogenes), mKate2 and FusionRed proteins. The signal at each measurement point was normalized to a
maximum signal value within the dataset
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Fig. S9. Sigmoidal fits of the pH stability data for Diogenes, mKate2, and FusionRed. Colored graphs represent exper-
imental data with standard deviations shown as semi-transparent areas (n = 6). The solid black line is the fitting curve
with 95% confidence bands shown in black dashed lines. Fitting was performed using the GraphPad Prism10 package
(the four-parameter logistic curve (4PL) fitting mode was used). The horizontal line stands for the half-maximum fluores-
cence level
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Fig. S10. The fluorescence
decay kinetics recorded upon
590 nm single-photon ex-
citation with the nanosecond
pulsed LED driven at a repe-
tition rate of 20 MHz. Com-
parison of the raw-data decay
curves for FusionRed, mKate2,
and Diogenes (A). Single-com-
ponent exponential fitting of
the Diogenes decay curve (B).
Deconvolution with IRF was
used for fitting. The measured
instrument response (IRF) is
shown in red

Fig. S11. The fluorescence
decay kinetics recorded upon
590 nm single-photon excita-
tion with the femtosecond
laser driven at a repetition rate
of 80 MHz. The raw-data and
exponential fitting curves for
FusionRed (biexponential fit),
mKate2 and Diogenes (mono-
exponential fits) are shown.
Mean lifetime values are
inscribed next to the decay
curves. Deconvolution with
IRF was used for fitting. The
measured instrument response
(IRF) is shown in gray
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Fig. S12. The fluorescence decay kinetics
recorded upon 450 nm single-photon
excitation with the picosecond diode
laser driven at a repetition rate of 20
MHz. Comparison of the raw-data

decay curves for FusionRed, mKate2

and Diogenes (A). Single-component
exponential fitting of the Diogenes decay
curve (B). Deconvolution with IRF was
used for fitting. The measured instrument
response (IRF) is shown in gray
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Fig. S13. The effect of 405 nm laser illumination on the localization density of Diogenes, TagRFP-T, and mKate2 as parts
of vimentin fusion proteins in live HeLa cells during imaging under the following conditions: 2 kW /cm? 561 nm laser,
16.7 ms frame time, 10,000 frames. Laser pulses were applied every 22 s with a duration of 405 nm laser illumination
of 0.4 s and illumination density of =215 W /cm?
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SUPPLEMENTARY MATERIALS K. A. IVANENKO, ET AL. “THE HYPOMETHYLATING AGENT 5-AZACITIDINE
POTENTIATES THE EFFECT OF RAS AND Sp1 INHIBITORS IN NEUROBLASTOMA CELLS”

Table S1. Concentrations and manufacturers of the drugs used in the study

Name Concentration Manufacturer
5-Azacitidine 0-20 pM Sigma-Aldrich
BI2536 10 nM MedChemExpress
PD184352 10 nM Selleckchem
Axitinib 0.5 pM Sigma-Aldrich
Belinostat 0.1 uM Selleckchem
Bortezomib 0.75 nM Selleckchem
Volasertib 25 nM Selleckchem
Vorinostat 1 uM Selleckchem
Gefitinib 1 uyM Selleckchem
Dactolisib 50 nM Selleckchem
Dexamethasone 25 uM Selleckchem
Lonafarnib 5 uM Selleckchem
Metformin 50 uM Macklin
Mithramycin A 15 nM Sigma-Aldrich
Palbociclib 0.1 pM Macklin
Sorafenib 2.5 uM Macklin
Staurosporine 10 nM Macklin
Talazoparib 25 nM Selleckchem
Entinostat 1 uM MedChemExpress
Entrectinib 1 pyM Selleckchem

Table S1 lists the final concentrations of drugs used in the study.

Table S2. Characteristics of the dyes used in the study

Dye Concentration Staining time Channel excitation Channel emission
wavelength, nm wavelength, nm
TMRE 0.1 pM 30 min 541-551 565—605
Tubulin Tracker™ Deep Red 0.33 pg/mL 30 min 590-650 662—738
LumiTracker® LysoGreen 0.1 pM 5 min 460-500 512—-542
Hoechst-33342 1 pg/mL 30 min 325-375 435-485
HMRhoNox-M 2 pM 30 min 541-551 565—-605
NucView® 488 2 uM 30 min 460-500 512-542
7-Aminoactinomycin 1 pg/mL 0 min 590-650 662—-738

The cells were stained with dyes in the final concentrations specified in Table S2. The dyes were detected using a fluo-
rescence microscope in the channels with specified excitation and emission wavelengths.
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Fig. S1. The effectiveness of combinations of 5-azacitidine (5-Aza) with antitumor drugs for human neuroblastoma

SH-SY5Y cells. The cells were simultaneously treated with 2.5 yM 5-Aza and an antitumor drug (drugs and their concen-
trations are shown in the figure) and co-incubated for 144 h. Cells incubated with dimethyl sulfoxide (DMSO) were used
as the controls. The diagrams show the average value of three replicates; the standard deviation (SD) is provided
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SUPPLEMENTARY MATERIALS . S. ILNITSKIY, ET AL. “INTEGRATION OF HIMoRNA AND RNA-Chrom:
VALIDATION OF THE FUNCTIONAL ROLE OF LONG NON-CODING RNAS IN THE EPIGENETIC
REGULATION OF HUMAN GENES USING RNA-CHROMATIN INTERACTOME DATA"

Supplementary Table 1. IncRNA gene correspondence table between HHIMoRNA and RNA-Chrom

https: / /himorna.fbras.ru /data/IncRNA_CorrespondenceTable.csv

Supplementary Table 2. Contingency table for calculating right-tailed and left-tailed Fisher's test, for example, for the
pair IncRNA PVT1 — histone mark H3K27ac peaks

Total number of “-” peaks H3K27ac

Total number of “+” peaks H3K27ac

Total number of “+” and “-” peaks
supported by PVT1 contacts

Number of supported
by contacts PVT1 “-” peaks H3K27ac

Number of supported
by contacts PVT1 “+” peaks H3K27ac

Total number of “+”
peaks not supported by PVT1
contacts

”

and “-

Number of unsupported PVT1 “-”
peaks H3K27ac

Number of unsupported PVT1 “+”
peaks H3K27ac

Supplementary Table 3. Step-by-step analysis of IncRNA MIR31HG using the integrated HIMoRNA and RNA-Chrom

databases
e Step (Enereis Actions Result
resource page
1 Homepage |Click “Search page” or “Search” button Search page
- add “MIR31HG” in the corresponding field
- select the histone modifications of interest (H3K4mel,
2 Search page H3K27ac) Search results page
- add the genomic coordinates of the extended GLI2
promoter region (chr2:120725622-120992653)
- click the “Search” button
- click on the histone modification Histone mark page
- click on the IncRNA hyperlink IncRNA page
Histone modification
HiMoRNA Search - click on the gene hyperlink peak associated gene
Optional page
results page " "
- click on the correlation coefficient hyperlink Correlaug;lg(;oefﬁment
- click on the “Download” button Dozl et (13 EEldte widy
the search results
- select the peak of interest using the switch to the left Graphical
3 Search - click on the “Go to RNA-Chrom DB” button, cc())ntz;::Cts with chromatin
results page | then on “MIR31HG RNA contacts with the locus in the extended peak
(peak_473655)” and select the required peak coordi- region p
nate extension (for example, 25000) g
Table with all genes
RNA- Graphic |- select the experiment of interest using the flag (Exp. | from the extended peak
Chrom 4 summary ID: 9) region that MIR31HG
page - click on the button “ALL TARGET GENES” interacts with or does
not interact with
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el Step Sy Actions Result
resource page
- add “MIR31HG” to the corresponding field
- select the histone modifications of interest (H3K4mel,
5 Search page H3K27ac) Search results page
- add the names of 56 genes from the “Hedgehog
signaling pathway” category to the “Gene/Gene ID
HiMoRNA (optional)” field — click the “Search” button
- select peak H3K27ac 963553 (chr9:95446174-95452554) Graphical summary
Search - click on the button “Go to RNA-Chrom DB, of IncRNA MIR31HG
6 results page then on “MIR31HG RNA contacts with the locus contacts with chromatin
pag (peak_963553)” and select the required extension of in the extended peak
peak coordinates (for example, 25000) region
Table with all genes
RNA- Graphic - sel.ect the experiment of interest using the flag (Exp. peiiogégti}éi e‘;{f&? (xl(ilich
Chrom 7 summary | ID: 5) MIR31HG interacts or
page - click on the button “ALL TARGET GENES” :
not, among which we
find PTCH1

Supplementary Table 4.

Genes from the “Hedgehog Signaling Pathway” obtained from the KEGG Pathway database

Original Alias Converted Alias | Gene Name Description Namespace
. hedgehog acyltransferase like [Source:HGNC

KEGG:04340 | ENSG00000010282 HHATL Symbol; Acc:HGNC:13242] KEGG

KEGG:04340 | ENSG00000036257 CUL3 cullin 3 [Source:HGNC Symbol;Acc:HGNC:2553] KEGG
. hedgehog acyltransferase [Source:HGNC

KEGG:04340 | ENSG00000054392 HHAT Symbol:Acc:HGNC:18270] KEGG

KEGG:04340 | ENSG00000055130 CUL1 cullin 1 [Source:HGNC Symbol;Acc:HGNC:2551] KEGG

KEGG:04340 | ENSG00000064309 CDON cell adhesion associated, oncogene regulated KEGG
: [Source:HGNC Symbol;Acc:cHGNC:17104]
. protein kinase cAMP-activated catalytic subunit alpha

KEGG:04340 | ENSG00000072062 | PRKACA [Source:HGNC Symbol;Acc:-HGNC:9380] KEGG
. F-box and WD repeat domain containing 11

KEGG:04340 | ENSG00000072803 | FBXW11 [Source:HGNC Symbol;Acc:HGNC:13607] KEGG
. EvC ciliary complex subunit 1 [Source:HGNC

KEGG:04340 | ENSG00000072840 EVC Symbol:Acc:HGNC:3497] KEGG
. GLI family zinc finger 2 [Source:HGNC

KEGG:04340 | ENSG00000074047 GLI2 Symbol;Acc:HGNC:4318] KEGG
. LDL receptor related protein 2 [Source:HGNC

KEGG:04340 | ENSG00000081479 LRP2 Symbol:Acc:HGNC:6694] KEGG
. glycogen synthase kinase 3 beta [Source:HGNC

KEGG:04340 | ENSG00000082701 GSK3B Symbol:Acc:HGNC:4617] KEGG
. G protein-coupled receptor kinase 3 [Source:HGNC

KEGG:04340 | ENSG00000100077 GRK3 Symbol:Acc:HGNC:290] KEGG
. mahogunin ring finger 1 [Source:HGNC

KEGG:04340 | ENSG00000102858 MGRN1 Symbol: Acc:HGNC:20254] KEGG
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Original Alias Converted Alias | Gene Name Description Namespace
. multiple EGF like domains 8 [Source:HGNC

KEGG:04340 | ENSG00000105429 MEGF8 Symbol:Acc:HGNC:3233] KEGG
. 1Q motif containing E [Source:HGNC

KEGG:04340 | ENSG00000106012 IQCE Symbol; Acc:HGNC:29171] KEGG
. GLI family zinc finger 3 [Source:HGNC

KEGG:04340 | ENSG00000106571 GLI3 Symbol:Acc:HGNC:4319] KEGG
. SUFU negative regulator of hedgehog signaling

KEGG:04340 | ENSG00000107882 SUFU [Source:HGNC Symbol;Acc:-HGNC-16466] KEGG
. SMAD specific E3 ubiquitin protein ligase 2

KEGG:04340 | ENSG00000108854 | SMURF2 [Source:HGNC Symbol;Acc:HGNC:16809] KEGG

KEGG:04340 | ENSG00000110092 CCND1 cyclin D1 [Source:HGNC Symbol;Acc:HGNC:1582] KEGG
. GLI family zinc finger 1 [Source:HGNC

KEGG:04340 | ENSG00000111087 GLI1 Symbol:Acc:HGNC:4317] KEGG
. casein kinase 1 alpha 1 [Source:HGNC

KEGG:04340 | ENSG00000113712 | CSNK1Al Symbol;Acc:HGNC:2451] KEGG

KEGG:04340 | ENSG00000117425 PTCH2 patched 2 [Source:HGNC Symbol;Acc:HGNC:9586] KEGG

KEGG:04340 | ENSG00000118971 CCND2 cyclin D2 [Source:HGNC Symbol;Acc:HGNC:1583] KEGG
. speckle type BTB/POZ protein [Source:HGNC

KEGG:04340 | ENSG00000121067 SPOP Symbol;Acc:HGNC:11254] KEGG
. smoothened, frizzled class receptor [Source:HGNC

KEGG:04340 | ENSG00000128602 SMO Symbol:Acc:HGNC:11119] KEGG
. kinesin family member 3A [Source:HGNC

KEGG:04340 | ENSG00000131437 KIF3A Symbol:Acc:HGNC:6319] KEGG
. casein kinase 1 gamma 2 [Source:HGNC

KEGG:04340 | ENSG00000133275 | CSNK1G2 Symbol;Acc:HGNC:2455] KEGG

KEGG:04340 | ENSG00000137486 ARRB1 arrestin beta 1 [Source:HGNC Symbol;Acc:HGNC:711] KEGG
. desert hedgehog signaling molecule [Source:HGNC

KEGG:04340 | ENSG00000139549 DHH Symbol:Acc:HGNC:2865] KEGG

KEGG:04340 | ENSG00000141480 ARRB2 arrestin beta 2 [Source:HGNC Symbol;Acc:HGNC:712] KEGG
. casein kinase 1 delta [Source:HGNC

KEGG:04340 | ENSG00000141551 | CSNKI1D Symbol:Acc:HGNC:2452] KEGG
. protein kinase cAMP-activated catalytic subunit beta

KEGG:04340 | ENSG00000142875 | PRKACB [Source:HGNC Symbol:Acc:HGNC:9381] KEGG
. G protein-coupled receptor 161 [Source:HGNC

KEGG:04340 | ENSG00000143147 GPR161 Symbol:Acc:HGNC:23694] KEGG
. speckle type BTB/POZ protein like [Source:HGNC

KEGG:04340 | ENSG00000144228 SPOPL Symbol:Acc:HGNC:27934] KEGG

KEGG-04340 | ENSG00000144857 BOC BOC cell adhesion associated, oncogene regulated KEGG

[Source:HGNC Symbol;Acc:cHGNC:17173]
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Original Alias Converted Alias | Gene Name Description Namespace
KEGG:04340 | ENSG00000151292 | CSNK1G3 casein kisn;;ﬁoéh%aéggégc[?;gg]e:HGNC KEGG
KEGG:04340 | ENSG00000154309 | DISP1 diSf’sf"gfl};f‘_iI?gl\l?ctrsf‘;;%‘gg:Cf%“éig’crg‘;?lble]r L KEGG
KEGG:04340 | ENSG00000163501 |  THH Indian hedgeg;ﬁé%ﬂg%ggg;ég6[]S°urce:HGNC KEGG
KEGG:04340 | ENSG00000164161 |  HHIP hedgehogsi;fggiigrﬁ:g‘é’f\?&ﬁ%‘é‘ice:HGNC KEGG
KEGG:04340 | ENSG00000164690 |  SHH sonic hedgehsoygnfé%ﬁj‘_\}iczzg}fgﬁg%% igsfurce:HGNC KEGG
KEGG:04340 | ENSG00000165059 | PRKACG %‘;‘;;% lflsr;alffcgé‘{l\égé‘%;’;fgZactjg’g%scuggg]t KEGG
KEGG:04340 | ENSG00000166167 | BTRC betaIf;:;f?gg&f:%eé%%’g;ﬁgﬁ 28 ublquitin }fjl"]"tein KEGG
KEGG:04340 | ENSG00000166813 |  KIF7 it é;ﬁéﬁlﬁi?ﬁggc[gggg]eHGNC KEGG
KEGG:04340 | ENSG00000169118 | CSNK1G1 casein kisn;riebél;iac’ggéég’z"g‘ff:HGNC KEGG
KECGG:04340 | ENSCG00000171791 |  BCL2 el apg@ﬁ;iﬁfﬁzﬁé’ﬁgg’ggezHGNC KEGG
KEGG:04340 | ENSG00000173020 | GRK2 G pmtein‘couglbfglgii?g%ggﬁg829][S°urce:HGNC KEGG
KEGG:04340 | ENSG00000173040 |  EVC2 1257 Ciliar}é;&*ﬁgﬁ‘;ﬁgﬁ%jg[ff%rce:HGNC KEGG
KEGG:04340 | ENSG00000175356 | SCUBEZ2 cosritgzgilirf)gegti[%%u(;i%(g}ol\%igyﬁgoﬁgfc:lli-IkéI\(Iigfggéilg5] KEGG
KEGG:04340 | ENSG00000180138 | CSNK1AIL G kig;fgblol?ggg‘l{l(}%‘égﬁgggfe:HGNC KEGG
KECGG:04340 | ENSG00000180447 | GAS1 growth ;‘;rme;glsgiglggk[gZ‘fggﬁHGN ¢ KEGG
KEGG:04340 | ENSG00000185716 | MOSMO mOdUIaté’;rngz{fX’é’g;g%dcg?;’(‘)‘g;f’:HGNC KEGG
KEGG:04340 | ENSG00000185920 PTCH1 patched 1 [Source:HGNC Symbol;Acc:HGNC:9585] KEGG
KEGG:04340 | ENSG00000198742 | SMURF1 S%ﬁggﬁ‘éﬁgé;ﬁﬁﬁ&%@;ﬁg:}iﬁgg‘osf] : KEGG
KECGG:04340 | ENSG00000203965 | EFCAB7 | ©LF-hand Calcsi‘;ﬁb'fﬁgictzg}l%f’l{?gf;g37,7[gsj°urce:HGNC KEGG
KEGG:04340 | ENSG00000213923 | CSNKIE ) légl;i)eoll i&fﬁg&ﬁ?ﬁ;ﬁZHGNC KEGG
KEGG:04340 | ENSG00000283900 | ot o TPTEPZ‘CS}II\E&E;XZ‘Z%EE‘&%Bg‘é‘]”cezHGNC KEGG
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Supplementary Table 5. Step-by-step analysis of IncRNA PVT1 using integrated databases HIMoRNA and RNA-Chrom

Web resource Step Current page Actions Result

1 Homepage - click "Search page" or "Search" button Search page

- add "PVT1" in the corresponding field
9 Search page - select all histone modifications

- add "LATS2" to the "Gene/Gene ID" field
- click on the "Search" button

HiMoRNA - select the peak of interest using the switch
to the left of the table (for example,

Search results peak_169403)

3 - click on the "Go to RNA-Chrom DB" button,
page then on "PVT1 RNA contacts with the locus
(peak_169403)" and select the required peak
coordinate extension (for example, 25000)

Search results page

Graphical summary of
IncRNA PVT1 contacts
with chromatin in the
extended peak region

- select the experiment of interest using the

_ Graphic flag (Exp.IDs: 8, 10) UCSC Genome
RNA-Chrom < summary page | - click on the button "VIEW IN GENOME Browser
BROWSER"
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SUPPLEMENTARY MATERIALS L. G. ZAVILEYSKIY, ET AL. “CLASSIFICATION
AND QUANTIFICATION OF UNPRODUCTIVE SPLICING EVENTS"
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Distance between PTC and the last intron in 3'-UTR

Fig. S1. Histogram of the distances between the stop codon and the last intron in the 3'-UTR of annotated human tran-
scripts (A). The number of predicted NMDTs as a function of the chosen threshold for the distance from the stop codon

to the intron (B)
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Fig. S2. Examples of a detailed classification of AS events categorized as UTR_Diff by NMD Classifier: intron detention
(A) and poison exon (B). MANE-Select transcripts are shown in blue, NMDTs of interest are in red, other NMDTs and

protein-coding transcripts are in gray and black, respectively
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Fig. S3. Examples of misclassification by NMD Classifier. MANE-Select transcripts are shown in blue, NMDTs of interest
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