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Ectoderm	 Mesoderm	 EntodermUsing CRISPR/Cas9 technology, a mouse embryonic 
stem cell (ESC) line with knockout of the Psmb9 gene 
encoding the immunoproteasome catalytic subunit 
Lmp2 (β1i) was generated. It was demonstrated that 
the absence of Lmp2 does not affect ESC morphology, 
proliferative activity, or pluripotent status. This cell 
line represents a promising tool for studying the role 
of the Psmb9 gene and immunoproteasomes in subse-
quent stages of in vitro ESC differentiation.

Evaluation of the pluripotent properties in vivo of Psmb9 
knockout ESC lines using a teratoma assay

PepString Server As a Tool to Search for Short Amino Acid 
Subsequences: Identification of Potential Amyloid-Beta Targets

S. A. Kozin, A. A. Anashkina, D. G. Matsuga, B. S. Suvaan, 
V. G. Tumanyan, V. A. Mitkevich, A. A. Makarov
This paper presents a new bioinformatics tool to meet the 
needs of researchers in the search for short amino acid sub-
sequences in protein sequences annotated in public databases 
(UniprotKB, SwissProt) and illustrates its efficacy with the 
example of a search for the EVHH tetrapeptide in the hu-
man proteome, which is a molecular determinant of amyloid 
beta and is involved in interactions that are crucial in Al-
zheimer’s disease pathogenesis. This tool (PepString server, 
http://pepstring.eimb.ru/) allows one to use intuitive queries 
to retrieve information about all the proteins that contain 
sequences of interest, as well as their combinations.

Query form to search for protein sequences con-
taining exact matches of short peptides using the 
PepString server (http://pepstring.eimb.ru)

The Humoral and Cellular Immune Response to the Administration 
of OrthopoxVac Vaccine to Volunteers
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S. N. Shchelkunov, E. Yu. Prudnikova, A. A. Shestakova, 
S. N. Yakubitskiy, S. A. Pyankov, A. E. Nesterov, S. V. Usova, 
M. P. Bogryantseva, E. A. Nechaeva, T. V. Tregubchak, 
A. P. Agafonov
OrthopoxVac, the world’s first fourth-generation smallpox vac-
cine, has proven to be safe and weakly reactogenic compared 
to the first-generation live smallpox vaccine, while maintaining 
the same level of immunogenic properties. This study analyzed 
the levels of specific humoral and T-cell immune responses 
following intradermal administration of the OrthopoxVac vac-
cine to volunteers, either as a single dose of 107 PoFU or two 
doses of 106 PoFU, at 1.5, 3, and 5 years after vaccination. 
Based on the obtained results, it can be concluded that the 
OrthopoxVac vaccine, when administered intradermally as a 
single dose of 107 PoFU, provides a pronounced specific hu-
moral and T-cell immune response for at least three years.

Logarithms of the ELISA titers of specific IgG 
to VACV antigens in the blood sera of volun-
teers from clinical studies of the OrthopoxVac 
vaccine
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ABSTRACT The advent of the T-cell engineering technology using chimeric antigen receptors (CARs) has rev-
olutionized the treatment of hematologic malignancies and reoriented the direction of research in the field 
of immune cell engineering and immunotherapy. Regrettably, the effectiveness of CAR T-cell therapy in spe-
cific instances of hematologic malignancies and solid tumors is limited by a number of factors. These include 
(1) an excessive or insufficient CAR T-cell response, possibly a result of both resistance within the tumor 
cells or the microenvironment and the suboptimal structural and functional organization of the chimeric re-
ceptor; (2) a less-than-optimal functional phenotype of the final CAR T-cell product, which is a direct con-
sequence of the manufacturing and expansion processes used to produce CAR T-cells; and (3) the lack of an 
adequate CAR T-cell control system post-administration to the patient. Consequently, current research ef-
forts focus on optimizing the CAR structure, improving production technologies, and further developing CAR 
T-cell modifications. Optimizing the CAR structure to enhance the function of modified cells is a primary 
strategy in improving the efficacy of CAR T-cell therapy. Since the emergence of the first CAR T-cells, five 
generations of CARs have been developed, employing both novel combinations of signaling and structural 
domains within a single molecule and new systems of multiple chimeric molecules presented simultaneously 
on the T-cell surface. A well thought-out combination of CAR components should ensure high receptor sen-
sitivity to the antigen, the formation of a stable immune synapse (IS), effective costimulation, and produc-
tive CAR T-cell activation. Integrating cutting-edge technologies – specifically machine learning that helps 
predict the structure and properties of a three-dimensional biopolymer, combined with high-throughput 
sequencing and omics approaches – offers new possibilities for the targeted modification of the CAR struc-
ture. Of crucial importance is the selection of specific modifications and combinations of costimulatory and 
signaling domains to enhance CAR T-cell cytotoxicity, proliferation, and persistence. This review provides 
insights into recent advancements in CAR optimization, with particular emphasis on modifications designed 
to enhance the therapeutic functionality of CAR T-cells. 
KEYWORDS CAR T-cell, costimulatory molecules, CD3, intracellular signaling, T-cell receptors.
ABBREVIATIONS CAR – chimeric antigen receptor; CAR T-cells – chimeric antigen receptor-modified T-cells; 
IS – immune synapse; TAA – tumor-associated antigen; FASL – Fas ligand; FAS – Fas receptor; ICD – in-
tracellular domain; scFv – single-chain variable fragment; VHH – variable domain of heavy-chain antibody; 
CD – cluster of differentiation; BCMA – B-cell maturation antigen; IgSF – immunoglobulin superfamily; 
TNFRSF – tumor necrosis factor receptor superfamily; TNFSF – tumor necrosis factor superfamily; APC – 
antigen-presenting cell; MHC I/II – major histocompatibility complex class I and II; TCR – T-cell receptor; 
α, β – T-cell receptor recognition chains; ζ, γ, δ, ε – CD3 proteins of the T-cell receptor; ITAM – immuno-
receptor tyrosine-based activation motif; AA – amino acid; Y – tyrosine; Tn cells – naïve T-cells; ICOSL – 
inducible T-cell costimulator ligand; IL – interleukin; IFN-γ – interferon gamma; TNF-α – tumor necrosis 
factor alpha; Treg cells – regulatory T-cells; FAP – fibroblast activation protein; Th cells – helper T-cells; 
Tm cells – memory T-cells; TRAF – TNF receptor-associated factor; Tcm cells – central memory T-cells; 
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INTRODUCTION
Today, conventional methods of treating tumors – 
chemotherapy and radiation therapy – are frequently 
integrated with comparatively novel immunothera-
peutic approaches. These include therapy with mon-
oclonal antibodies and bispecific T-cell engagers, as 
well as cell therapy, notably with CAR T-cells, which 
is the focus of this review. The growing interest in 
more specific, or so-called targeted, therapies has 
largely to do with the low effectiveness and severe 
adverse effects of conventional treatments (e.g., sys-
temic genotoxicity) [1], as well as the growing po-
tential shown by novel methods, as particularly well 
exemplified by the CAR T-cell technology, in treat-
ing hematologic diseases [2]. The mechanism of CAR 
T-cell therapy is based on the recognition of surface 
markers on tumor cells by cytotoxic CAR T-cells 
(Fig. 1). 

This capability is made possible by the CAR, which 
comprises three primary domains: an extracellular 
domain responsible for antigen recognition and the 
mobility of the recognition moiety, a transmembrane 
domain involved in immune synapse (IS) formation, 
and an intracellular domain containing costimulatory 

and signaling domains that determine the entire spec-
trum of CAR T-cell responses upon specific activa-
tion by antigen binding. Furthermore, the off-tumor 
toxicity of such immunotherapeutic agents is signifi-
cantly lower compared to conventional therapies [3]. 
Additionally, successful CAR T-cell therapy can lead 
to the formation of a specific memory cell population, 
ensuring long-term remission [4].

Unfortunately, despite individual successes with 
CAR T-cells, there remain patients for whom current 
CAR T-cell therapy provides only temporary relief 
due to insufficient effect duration or cytotoxicity of 
the highly personalized cell products. Therefore, re-
search is focused on enhancing the efficacy of CAR 
T-cell therapy. Some of the key factors in this endeav-
or are enhancing the efficiency of signal transduction 
from the membrane-bound CAR into the cell, which 
activates the transcriptional programs responsible for 
cytotoxicity, and ensuring the survival of activated 
cells, their proliferation, the secretion of cytokines and 
lytic granules, the metabolism, and other functions. 
This signal transduction is controlled by the intracel-
lular domains (ICDs) of the CAR, and the optimization 
of their structure is the subject of this review.

HVEM – herpesvirus entry mediator; Tem cells – effector memory T-cells; GITR – glucocorticoid-induced 
TNF receptor-related protein; BRS – basic residue-rich sequences (in some CD3 molecules); RK – recep-
tor kinase; PRS – proline-rich sequence of CD3ε; PKC – protein kinase C; bCAR – chimeric antigen re-
ceptors with signaling domains represented by parts of various intracellular signaling partners of the TCR; 
ZAP70KD – kinase domain of ZAP70.

Fig. 1. The mechanis-
tic basis of CAR T-cell 
therapy. The interaction 
between a CAR T-cell and 
a tumor cell is enabled by 
the specific recognition of 
a tumor-associated anti-
gen (TAA) by the chimer-
ic receptor. This leads to 
the activation of the cyto-
toxic functions of the CAR 
T-cell, mediated by the 
release of lytic granules 
containing granzymes and 
perforin, as well as by the 
interaction between the 
Fas ligand (FASL) and Fas 
receptor (FAS). Conse-
quently, apoptosis of the 
tumor cell is induced
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COSTIMULATION DOMAINS
In clinically approved CAR T-cell preparations, the 
function of costimulatory domains is executed by the 
intracellular components of well-characterized costim-
ulatory T-cell membrane molecules: CD28 and 4-1BB 
[5] (Fig. 2). 

These membrane proteins are classified into two 
superfamilies: the immunoglobulin superfamily (IgSF) 
and the tumor necrosis factor receptor superfami-
ly (TNFRSF). CARs incorporating other costimula-
tory domains from these same families, such as ICOS, 
OX40, CD27, and others, are currently at various stag-
es of development (Fig. 3).

Immunoglobulin superfamily
Among receptors related to the IgSF, CD28 and ICOS 
serve as T-cell stimulators. This is attributed to a con-
served YXXM motif (where X is any amino acid) 
which contains a tyrosine (Y) residue that undergoes 
phosphorylation during activation. This phosphoryla-
tion encourages interactions with intracellular signal-
ing partners, including various kinases.

CD28. CD28 was the first costimulatory molecule used 
to generate modified T-cells containing second-gen-
eration CARs [6]. These cells demonstrated capability 
in effect duration and cytokine secretion compared to 
first-generation cells containing only the CD3ζ signa-
ling domain [7]. CD28 signals are crucial for the acti-
vation of naïve T-cells (Tn), since they prevent anergy 
[8] and promote cytokine secretion, T-cell prolifer-
ation, and effector cell differentiation. CD28 is acti-
vated by interaction with several ligands, specifically 
CD80 (B7-1), CD86 (B7-2), and B7-H2 (ICOSL), the 
latter also an ICOS ligand. Functional motifs with-
in the intracellular part of CD28, proximal (YMNM, 
PRRP) and distal (PYAP) (Fig. 3), bind kinases with 
SH2 and/or SH3 domains (YMNM – SHIP1, SLP76, 
GRAP, CBL, PI3K, GRB2, and GADS; PRRP – ITK; 
PYAP – PDK1, PKCθ, GRB2, STS1/2, CIN85, CD2AP, 
LCK, and FLNA). The binding of kinases to the 
costimulator causes conformational changes, their ac-
tivation, and subsequent interactions with the down-
stream elements of signaling cascades. As a result, 
the transcription factors NFAT, AP-1, and NF-κB 

Fig. 2. Approved CAR T-cell preparations. Presented are the key domains that mediate recognition and signal trans-
duction to intracellular partners. scFv – single-chain variable fragment; VHH – heavy chain variable domain (nanobody); 
CD – cluster of differentiation; BCMA – B-cell maturation antigen 
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are activated, and they are associated with interleu-
kin-2 (IL-2) synthesis and the stimulation of Bcl-XL. 
Simultaneously, this stimulates T-cell metabolism, in-
creasing aerobic glycolysis, nutrient supply, and ana-
bolic processes [8–10].

 The CAR construct utilizes ICD CD28, which, upon 
antigen binding to the chimeric receptor, leads to the 
activation of the PI3K/AKT pathway, enhancing aero-
bic glycolysis, which positively affects effector T-cells 
[11]. At the same time, high levels of glycolysis pro-
voke cell exhaustion and reduce cell persistence [12]. 
To address these challenges, investigations into the 
consequences of CD28 functional motif mutations are 
underway. At the same time, mutations in each mo-

tif can have an impact on the characteristics of the 
resulting CAR T-cells. For example, in a pancreatic 
tumor xenograft model, substitution of the YMNM 
motif with YMFM in SS1 CAR T-cells targeting me-
sothelin and based on CD28 modulation decreased the 
level of CD28 interaction with GRB2. This resulted in 
reduced signaling through VAV1, diminished calcium 
current, and attenuated NFAT hyperactivation, there-
by decreasing T-cell depletion and dysfunction while 
increasing T-cell persistence and antitumor efficacy 
[12]. The substitution of ARRA and YFNM for the 
PRRP and YMNM motifs in CD28, respectively, aug-
ments cellular secretion of interferon-gamma (IFN-γ) 
and tumor necrosis factor-alpha (TNF-α), reduces 

Fig. 3. Key superfamilies of T-cell costimulatory receptors. Presented is a general scheme of T-cell activation requiring 
both the primary and costimulatory signals, with the latter provided by TCR engagement with the major histocompatibil-
ity complex and by activating receptors from the IgSF and TNFRSF superfamilies binding their respective ligands. Amino 
acid sequences that are labeled in the receptors identify the primary signaling motifs. APC – an antigen-presenting cell; 
MHC I/II – major histocompatibility complex class I/II; IgSF – immunoglobulin superfamily; TNFRSF – tumor necrosis 
factor receptor superfamily; TNFSF – tumor necrosis factor superfamily; TCR – T-cell receptor; α, β – TCR recognition 
chains; ζ, γ, δ, ε – CD3 proteins of the TCR complex; ITAM – immunoreceptor tyrosine-based activation motif
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the levels of depletion-associated transcription factor 
Nur77, and enhances CD19 CAR T-cell cytotoxicity, 
thereby facilitating persistent inhibition of tumor de-
velopment in mice [13]. Kofler et al. demonstrated that 
replacing the PYAPP segment in CD28 with AYAAA 
disrupts the interaction of the PYAP motif with LCK 
kinase. This disruption reduces IL-2 secretion and 
suppresses its dependent signaling while also weaken-
ing IL-2-dependent proliferation of intratumoral reg-
ulatory T-cells (Tregs), thereby enhancing the antitu-
mor activity of such CAR T-cells against solid tumors 
with a high Treg infiltration level [14]. Furthermore, 
this CD28 modification enhances CAR T-cell prolifera-
tion, metabolism, activation, and cytotoxicity targeting 
the fibroblast activation protein (FAP). In combination 
with immune checkpoint inhibitors, these cells dem-
onstrate efficacy in eliminating tumors and exhibit an 
ability to persist for a lengthy time in humanized xe-
nograft mice and patients with malignant pleural me-
sothelioma, suggesting a potentially high safety profile 
[15]. Given that the CD28 ICD is frequently integrated 
into CARs, alongside the transmembrane domain, it is 
important to note that this enables CARs to form het-
erodimers with native CD28 [16], leading to sustained 
signaling and augmented effector functions in the as-
sociated CAR T-cells.

ICOS. This receptor is expressed at low levels in Tn 
cells before T-cell receptor (TCR) activation, with in-
creased expression for several hours following activa-
tion [17]. The interaction between ICOS and its ligand, 
ICOSL, promotes T-cell viability through the stimula-
tion of proliferation and differentiation via pathways 
analogous to CD28. The effects of these receptors 
on cytokine synthesis and secretion can vary. While 
CD28 stimulates IL-2 production, ICOS stimulates 
IL-10, which is more characteristic of Treg cells [18]. 
In addition to IL-10, ICOS also promotes the release 
of IFN-γ, TNF-α, IL-5, IL-13, and IL-17, thereby en-
hancing the characteristics of effector T-cells and the 
development of naïve T helper cells (Th) into effec-
tor cells of the Th1, Th2, and Th17 subtypes [18, 19]. 
Analogous to CD28, ICOS induces Bcl-XL expression, 
leading to increased T-cell viability [20]. The function-
al tyrosine-containing ICOS YMFM motif (Fig. 3) in-
teracts with the PI3K regulatory subunit p50α, which 
induces a more significant PI3K activation when com-
pared to CD28 [21]. Consequently, the stimulation 
of ICOS results in the phosphorylation of the AKT, 
PDK1, ERK1/2, and p38 MAPK kinases, along with 
the activation of the transcription factors NFAT and 
NF-κB, which distinguishes ICOS from CD28. The lat-
ter also involves JNK kinase in the signaling cascade, 
and it activates the transcription factor c-Jun [17].

Shen et al. were the first to demonstrate the func-
tional activity of ICOS-based CAR T-cells in a mouse 
model of glioblastoma [22]. It has been suggested that 
it is the polarization of CD4+ CAR T-cells towards 
Th1 and Th17 due to the involvement of PI3K/AKT 
and p38 MAPK (and other mechanisms) that en-
hances their persistence [23], which increases the an-
titumor activity of CD8+ CAR T-cells as well [23]. 
Before administering CD4+ mesoCAR T-cells (tar-
geting mesothelin) to animals, Wyatt et al. performed 
low-intensity stimulation of these cells using magnetic 
beads coated with antibodies against CD3 and ICOS 
(bead-to-cell ratio = 1 : 10), simultaneously achieving 
Th17 polarization using a cytokine cocktail. This treat-
ment (compared to CD3 and CD28 stimulation) yield-
ed less differentiated CD4+ CAR T-cells and shifted 
their metabolism towards oxidative phosphorylation, 
which is characteristic of memory T-cells (Tm). These 
findings emphasize the advantage of ICOS-directed 
stimulation of CD4+ mesoCAR T-cells. In mesothe-
lioma mice, the combination of CD4+ Th17 mesoCAR 
T-cells and CD8+ mesoCAR T-cells [24] demonstrated 
more effective tumor elimination compared to stan-
dard activated CAR T-cells. These data underscore 
the differential involvement of costimulators contin-
gent on the CD4+ or CD8+ status of CAR T-cells. 
Optimal costimulation can be achieved by modifying 
CD4+ and CD8+ T-cells with CAR genes with dif-
ferent costimulatory domains, a fact to be taken into 
account when the most effective CAR T-cell product 
is needed . Analysis of CAR T-cell costimulation by 
ICOS revealed that substituting YMFM with FMFM 
leads to a reduction in CAR T-cell costimulation 
through ICOS. Consequently, the CAR T-cells exhibit 
diminished secretion levels of the cytokines in ques-
tion [25]. To date, modifications to the ICD ICOS that 
would improve its efficacy have not been documented. 

Tumor necrosis factor receptor superfamily
This expansive superfamily comprises approximate-
ly 30 receptors, classified into three primary groups: 
(1) tumor necrosis factor receptor-associated factor 
(TRAF) receptors, (2) death receptors, and (3) mol-
ecules with or without a non-functional ICD [26]. To 
date, only intracellular components from group (1) re-
ceptors have been used in the CAR structure, includ-
ing 4-1BB, OX40, CD27, HVEM, and TNFRSF18. The 
conserved receptor motifs of this group encompass 
TRAF-binding (P/A/S/T)X(E/Q)E and PXQQXXD, 
with X representing any amino acid (AA) [27]. 

4-1BB. 4-1BB is frequently integrated into CARs dur-
ing the process of CAR T-cell preparation. Four of the 
six approved CAR T-cell products have a CAR con-
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taining the 4-1BB domain [2]. This is not coincidental, 
as 4-1BB is a key marker of T-cell activation. Its in-
teraction with the 4-1BBL ligand and recruitment of 
various TRAF proteins initiates the p38 MAPK, AKT, 
and ERK signaling pathways. Consequently, tran-
scription is activated from NF-κB-dependent promot-
ers, increasing survivin, Bcl-XL, Bfl-1, and Bcl-2 pro-
duction while reducing Bim levels [28, 29]. Moreover, 
4-1BB signaling elevates the mitochondrial count and 
transmembrane potential, consequently improving 
aerobic processes in T-cells and augmenting their ef-
fector functions [30]. The 4-1BB TRAF-binding mo-
tifs, QEED and EEEE (Fig. 3), are involved in the in-
teraction with TRAF1, TRAF2, TRAF3, and TRAF5 
[31].

Incorporating 4-1BB into the CAR design im-
proves the CAR T-cell ability to stay active, resulting 
in a phenotype closely aligned with central memory 
T-cells (Tcm). They exhibit low surface expression of 
PD-1, which is one of the most characteristic markers 
of T-cell exhaustion [32, 33]. This phenomenon can be 
partly accounted for by the metabolic shift towards 
enhanced mitochondrial processes and increased mito-
chondrial biogenesis induced by 4-1BB costimulation. 
Additionally, cells with CARs containing 4-1BB show 
elevated antiapoptotic gene expression and diminished 
pro-apoptotic factors. However, the activation of CAR 
T-cells is less pronounced with 4-1BB costimulation 
relative to CD28 [34]. This is explained by the re-
cruitment of the THEMIS-SHP1 phosphatase tandem, 
which forms a complex with 4-1BB via a 10-AA motif 
at its C-terminus. Consequently, the resulting complex 
inhibits the phosphorylation of the CAR signaling do-
main: CD3ζ. Mutations in the QEED and EEEE mo-
tifs reduce cytokine secretion, the proportion of Tcm 
cells, and the antitumor activity of CAR T-cells [25, 
35]. However, the incorporation of 4-1BB into CARs 
has been reported to lead to increased aggregation 
of CAR T-cells, which reduces their viability [36]. It 
is worth mentioning that deletion of the above-men-
tioned 10 AAs from the C-terminus of 4-1BB in this 
case prevents aggregation and restores the function 
of CAR T-cells. Furthermore, 4-1BB has been ob-
served to elicit tonic signaling, resulting in CAR T-cell 
apoptosis [37]. Reducing the expression level of such 
CARs can enable the CAR T-cell activity to return to 
normal.

OX40. The OX40, a costimulatory receptor, is ex-
pressed on the surface of naïve T-cells (Tn) follow-
ing their activation. The binding of OX40 to its ligand 
OX40L promotes the recruitment of TRAF2, 3, and 5 
through the PIQEE motif (Fig. 3) [38, 39]. TRAF2, 3, 
and 5 adaptors induce the NF-κB signaling pathway, 

which promotes the synthesis of the antiapoptotic fac-
tors Bcl-XL and Bfl-1 in cells [40]. Also activated are 
the PI3K/AKT kinases involved in the synthesis of 
survivin and Aurora B kinase, inhibiting apoptosis 
and promoting T-cell proliferation [41, 42].

OX40 costimulation enhances the durability of sec-
ond-generation CAR T-cells when compared to cells 
where CD28 and 4-1BB mediate costimulation in CAR 
constructs. However, the in vivo antitumor activity 
of CAR T-cells is largely unaffected by the CAR co-
stimulatory domain. CAR T-cells with OX40-mediated 
costimulation exhibit enhanced target cell elimination 
in vitro [43]. Transcriptomic analysis of such CAR 
T-cells revealed upregulated expression of the genes 
responsible for DNA repair, oxidative phosphorylation, 
apoptosis inhibition, and memory differentiation and 
proliferation. According to existing data, the “special-
ization” of OX40 and 4-1BB implies that 4-1BB mainly 
enhances the development of CD8+ memory T-cells 
(Tm), while OX40 is biased towards CD4+ Tm cells 
[39]. Given that ICOS supports the differentiation of 
CD4+ T-cells into Th1, Th2, and Th17 effectors, the 
most effective costimulatory strategy for CD4+ CAR 
T-cells is likely to involve both ICOS and OX40. At 
the same time, the combination of CD28 and 4-1BB 
might be more suitable for the costimulation of CD8+ 
CAR T-cells.

 
CD27. CD27 is known to interact with the CD70 li-
gand, thereby facilitating T-cell proliferation and 
differentiation through the activation of the NF-κB, 
PI3K/AKT, and SAPK/JNK signaling pathways [44, 
45]. Given that ICOS supports the differentiation of 
CD4+ T-cells into Th1, Th2, and Th17 effectors, the 
most effective costimulatory strategy for CD4+ CAR 
T-cells likely involves both ICOS and OX40. Thus, 
CD27 promotes the proliferation and viability of ef-
fector T-cells, as well as the generation of a Tm cell 
pool throughout the primary activation of Tn cells, 
during clonal expansion and at the effector stage 
(for example, in tumors). CD27 uses the functional 
motif PIQED(YR) and, possibly, EEEG (Fig. 3) to in-
teract with TRAF2, TRAF3, and TRAF5 [45, 49]. A 
distinctive characteristic of CD27 compared to other 
TNFRSF family members is the formation of homod-
imers through disulfide bonds [49]. It is in this form 
that CD27 is present on the surface of resting T-cells, 
while their prolonged activation increases the propor-
tion of the monomeric form, which probably protects 
T-cells from turning on costimulators during sponta-
neous activation.

Studies on the costimulatory potential of CD27 
have shown that CD27 CAR T-cells can eradicate 
tumors more effectively than first-generation CAR 
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T-cells, similar to CAR T-cells with CD28 or the 
4-1BB costimulatory domain. The duration of CAR 
T-cell persistence, when costimulated with CD27, was 
found to be equivalent to that observed with 4-1BB 
costimulation [50, 51]. However, a direct comparison 
of the ability of second-generation CAR T-cells with 
either 4-1BB or CD27 to eliminate solid tumors in 
mice revealed superior antitumor activity for CD27 
CAR T-cells [52]. The most effective configuration 
was determined to be a combination of three costim-
ulatory domains, CD28, 4-1BB, and CD27, within the 
CAR. The enhanced proliferation, increased resistance 
to CAR loss, and reduced exhaustion were observed 
when compared to costimulation with one or two do-
mains [53, 54]. 

HVEM. The Herpes Virus Entry Mediator, or HVEM, 
was first discovered as a receptor for herpes simplex 
virus-1 [55]. HVEM, an atypical member of its super-
family, exhibits binding capabilities to TNFSF mole-
cules, specifically TNFSF14 and lymphotoxin-α, and to 
the immunoglobulin-like molecules CD272 and CD160 
[56]. HVEM costimulates T-cells via trans-interaction, 
while cis-interaction inhibits costimulation by forming 
an isolated complex of HVEM with CD272 or CD160 
[57]. Once activated, HVEM interacts with TRAF1, 
2, 3, and 5, which triggers signaling via the NF-κB, 
JNK/AP-1, and PI3K/AKT pathways, thus resulting 
in heightened synthesis of cytokines and Bcl-2 [58, 
59]. Consequently, effector properties, proliferation, 
and the viability of T-cells are enhanced. It is hypoth-
esized that TRAF molecules interact with HVEM via 
the VTTVAVEET motif (Fig. 3), which partially aligns 
with the conserved motif (P/A/S/T/T)X(E/Q)E [58].

It is relatively recently that the potential of HVEM-
dependent costimulation of CAR T-cells has been 
evaluated [60, 61]. HVEM has been shown to combine 
the receptor properties of the IgSF and TNFRSF su-
perfamilies. For instance, while CD28 facilitates the 
preferential differentiation of modified cells into ef-
fector memory T-cells (Tem), and 4-1BB into Tcm 
cells, HVEM leads to the development of a balanced 
population with almost identical proportions of both 
Tcm and Tem cells. Moreover, costimulation through 
CD28 primarily activates glycolytic metabolism, while 
4-1BB activates oxidative phosphorylation. In contrast, 
HVEM enhances both metabolic pathways, establish-
ing the most effective functional state of CAR T-cells. 
HVEM costimulation involvement, in comparison to 
CD28 and 4-1BB, likewise contributes to the mini-
mal depletion of CAR T-cells. The greatest efficacy 
in solid tumors was achieved in mice treated with 
CAR T-cells expressing HVEM [61]. Additionally, the 
concurrent generation of CAR and the HVEM ligand 

TNFSF14 was found to enhance CAR T-cell infiltra-
tion into tumors because of significant chemokine se-
cretion [62]. 

TNFRSF18. TNFRSF18, also known as GITR (gluco-
corticoid-induced TNFR-related protein), is constitu-
tively expressed at low levels on the membrane of 
quiescent T-cells. Upon activation, the level of GITR 
on the T-cell surface increases significantly. GITR lev-
els are found to be higher in Treg cells than in con-
ventional T-cells, even without stimulation [63]. The 
interaction of GITR with its ligand GITRL weakens 
the immunosuppressive actions of Treg cells, and in 
effector T-cells, it boosts proliferation, cytokine re-
lease, and it has an antiapoptotic impact [64, 65]. 
Intracellular signaling from GITR involves interaction 
with TRAF1, 2, 3, 5 through the STED and PEEE mo-
tifs (Fig. 3) [66]. Stimulation of T-cells with antibod-
ies targeting CD3, CD28, and GITR has been demon-
strated to trigger both parallel responses, facilitating 
signaling synergism during costimulation, and unique 
effects, such as enhanced IL-27 production following 
GITR stimulation [67]. Costimulation via GITR pri-
marily involves the NF-κB and MAPK signaling path-
ways [63].

In terms of tumor-killing efficacy, CAR T-cells co-
stimulated via GITR are comparable to those based 
on CD28 and 4-1BB [68, 69]. Moreover, increased 
GITRL production by CAR T-cells improves cyto-
kine secretion, tumor infiltration, and antitumor ef-
fects [70]. 

Some studies have focused on adding new costim-
ulatory receptor parts from TNFRSF members, like 
BAFF-R, CD30, and CD40, into CARs [35, 71, 72]. 
CD40-mediated costimulation has been demonstrat-
ed to elicit a more robust NF-κB pathway activation 
compared to 4-1BB costimulation, potentially pro-
moting enhanced in vivo persistence of CD40 CAR 
T-cells.

Other costimulatory domains
The focus on studying signaling pathways in diverse 
immune cells, such as natural killer cells and mac-
rophages, has raised interest in costimulatory mole-
cules that are not part of the immunoglobulin or TNF 
receptor superfamilies. Promising signaling molecules 
include Dap10 [73] and dectin-1 [74]. Contemporary 
genetic and cellular engineering methods seek to 
streamline the creation of CAR libraries featuring 
diverse combinations of costimulatory receptors or 
their components [71, 75]. Through the integration of 
high-throughput sequencing, a more detailed evalu-
ation of the effects of diverse costimulators can be 
achieved, expanding beyond the extensively studied 
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members of the IgSF and TNFRSF families, including 
the selection of specific combinations of costimulators 
for CD4+ or CD8+ T-cell populations. 

THE CD3ζ SIGNALING DOMAIN AND ITS ANALOGS
In the initial stages of development, the CD3ζ intra-
cellular domain was the sole signaling domain in-
corporated into the CAR structure [76, 77]. This was 
due to the concept of the receptor itself, which was 
based on the combination of B- and T-cell receptors 
to target antigen recognition and subsequent T-cell 
activation. Early research, for example, revealed that 
ICD CD3ζ is appropriate for T-cell activation, thus 
laying the groundwork for CAR development [78]. 
CD3ζ became firmly “entrenched” in the receptor 
structure and “migrated” from generation to genera-
tion, providing the primary activation signal for CAR 
T-cells [79].  The inclusion of CD3ζ in all the CAR 
T-cell drugs approved so far for clinical application 
(Fig. 1) underscores the significance of this domain 
for developers, and, until recently, the lack of alter-
native options [5].

Other CD3 group proteins
Over time, interest in this part of CAR has increased 
significantly. In 2018, Sadelain et al. demonstrated that 
for full functionality of the CAR, only one active im-
munoreceptor tyrosine-based activation motif (ITAM) 
out of the three in CD3ζ is sufficient [80]. Its loca-
tion and amino acid composition are both significant 
factors. The 1XX variant, with 1 indicating the posi-
tion of the active ITAM relative to the cell membrane 
and X indicating an inactive ITAM, demonstrated the 
highest functionality in tumor elimination, whereas 
XX3 provided moderate support for CAR T-cell per-
sistence. These data highlighted the necessity of re-
considering the role of the seemingly indispensable 
CD3ζ. 

 As a result, investigations were performed on 
possible analogs of CD3ζ; namely, other CD3 group 
representatives: ε, δ, and γ [81, 82]. In contrast to 
CD3ζ, the molecules within ICDs feature a single 
ITAM [83]. Although all ITAMs share the conserved 
YXXL/I-X6-8-YXXL/I sequence (X denotes any ami-
no acid), the unique amino acid composition of each 
ITAM influences the binding affinity of signaling mol-
ecules (Fig. 4) [84]. 

In total, the TKR-CD3 multisubunit complex con-
tains 10 ITAMs. Signal amplification likely results 
from a high concentration of tyrosine motifs, as a re-
duced number impairs TKR-CD3 complex function in 
mice [85]. Additionally, the variation between CD3 and 
the ITAMs within it is vital for signal transduction 
and the development of mature T-cells [86].

Beyond the unique amino acid sequences found in 
ITAM, the intracellular domains of each CD3 subunit 
exhibit distinctive characteristics (Fig. 4). The CD3ζ 
and CD3ε proteins feature segments rich in positively 
charged amino acids (basic-rich stretches), enabling 
their interaction with the inner membrane surface 
[87, 88]. The interaction of CD3ε with LCK kinase is 
mediated by ionic bonds between the BRS and acid-
ic residues in the unique domain of LCK, and also 
through a receptor kinase motif (RK) and the SH3 
domain of LCK [89, 90]. CD3ε also possesses a proline-
rich sequence (PRS) that interacts with the adaptor 
protein NCK and is crucial for IC maturation and 
T-cell activation [91]. A proximal serine-dependent 
dileucine (SDKQTLL) motif within CD3γ participates 
in the decreasing of the number of TCRs on the cell 
membrane via a protein kinase C (PKC)-dependent 
mechanism [92]. In addition to ITAM, CD3δ contains 
a similar motif (ADTQALL), which lacks the serine 
needed for PKC interaction. Therefore, CD3δ is con-
sidered less significant in regulating the number of 
TKRs on the membrane than CD3γ [93]. 

Distinctive motifs within the structure of each 
representative CD3 protein are critical in the context 
of CARs, notwithstanding the fact that each CD3 
variant alone may be sufficient for constructing a 
functional CAR structure. This fact has been illus-
trated by including CD3ε, δ, or γ into the CAR struc-
ture as a signaling domain instead of CD3ζ [81, 82]. 
In vivo, CD3δ, CD3ε, or CD3γ CAR T-cells demon-
strated superior tumor elimination efficacy compared 
to CD3ζ, this attributed to the distinct properties of 
specific CD3 group members. Thus, the binding of 
ICD CD3ε to CSK kinase suppresses LCK kinase ac-
tivation, reducing the depletion of CAR T-cells and 
enabling their sustained presence. The binding of 
SHP-1 phosphatase to CD3δ monophosphorylated by 
a second tyrosine ICD results in a reduction in cyto-
kine signaling and secretion intensity, presumably by 
mitigating the activation of the NF-κB pathway. The 
transcriptome analysis data demonstrated the Tm 
cell phenotype to be characterized by a reduction in 
glycolytic gene expression and an increase in mito-
chondrial metabolism gene expression. Additionally, 
TCF-1, known to be related to memory stem T-cells, 
is expressed at high levels in CD3δ [94]. Similar to 
Tn-cells, these cells can self-replicate most effec-
tively and can transform into all kinds of memory 
cells [95]. Due to its greater proportion of positively 
charged CARs compared to acidic ones, CD3ε may 
bind more tightly to membrane phospholipids than 
CD3ζ does, which would decrease the availability of 
CARs to intracellular signaling partners, as has been 
noted with TKR and other proteins [88, 96]. As a 
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result, the probability of both nonspecific and tonic 
signaling decreases. Incorporating a dimerizing CD8α 
hinge domain within the CAR structure revealed 
that dimeric CD3δ and CD3γ amplified cytokine re-
lease from CAR T-cells and elevated the surface ex-
pression of CD69 and 4-1BB, with the strongest ef-
fect observed upon mutation of the dileucine motifs 
(SDKQTAL and ADTQAAL) [81].

TCR signaling partners
A novel CAR format – designated bypassCARs 
(bCARs) – has been developed by investigating the 
distinct components of signaling cascades during 
TCR activation. Segments of the intracellular sig-
naling molecules associated with T-cell receptors 
were incorporated into the bCAR structure, instead 
of ITAM-containing domains. The first bCAR-like 
chimeric molecules were developed at the end of 
the previous century to determine the key kinases 
essential for T-cell activation [97]. The structure of 

these receptors involved CD16. in combination with 
LCK, FYN, SYK, or ZAP70. Only within the SYK 
domain did modified cells exhibit the ability to lyse 
target cells in response to stimulation. Replacing 
CD16 with an scFv specific to a target antigen pre-
served the unique ability of SYK to activate the 
bCAR T-cell, bypassing the TCR [98].

Next, antitumor bCARs were constructed, which 
included CSK, FYN, the kinase domain of ZAP70 
(ZAP70KD), LAT, SLP76, or PLCγ1, but lacked co-
stimulatory domains [99]. While both ZAP70KD- 
and PLCγ1-based bCARs activated modified T-cells, 
the PLCγ1 bCAR showed much weaker expression. 
ZAP70KD bCAR T-cells proved more efficient at re-
moving solid tumors than CD3ζ CAR T-cells with a 
4-1BB costimulatory domain in vivo. The ZAP70KD-
based bCAR activated T-cells with knocked-out TCR 
and LCK, but not in the absence of SLP76 or LAT, 
confirming the preservation of the TCR downstream 
signaling pathway structure. 

Fig. 4. Structure and func-
tional features of CD3 group 
proteins. Shown is the 
arrangement of intracellular 
CD3ε, δ, ζ, and γ domains, 
each possessing specific 
motifs for interacting with in-
tracellular signaling partners. 
ζ, γ, δ, and ε – the repre-
sentative members of the 
CD3 T-cell receptor family; 
ITAM – an immunoreceptor 
tyrosine-activating motif; 
BRS – a basic amino acid-rich 
site; PRS – a proline-rich site; 
RK – a receptor kinase motif; 
LL – a serine-dependent 
dileucine motif (* indicates 
the absence of serine up-
stream of LL, which reduces 
the involvement of LL in 
T-cell receptor regulation); 
TCR – a T-cell receptor; α, 
β – recognizing chains of the 
T-cell receptor; CM – cell 
membrane; Y – tyrosine; 
and pY – phosphorylated 
tyrosine
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The recently developed second-generation bCARs 
incorporate an adapter domain from LAT or SLP76, 
which is comparable to the costimulatory domains 
found in traditional CARs. However, T-cells modified 
with such constructs exhibited excessively high levels 
of tonic signaling [100]. In particular, incorporating a 
CD28 signaling domain upstream of the ZAP70 kinase 
domain resulted in prolonged remission of B-cell tu-
mors in mice treated with these bCAR T-cells, as op-
posed to conventional second-generation CAR T-cells 
with CD3ζ and a CD28 costimulatory domain.

CONCLUSION
The investigation of CAR costimulatory and signaling 
domain combinations is a rapidly evolving field with-
in CAR T-cell research, aiming to broaden the thera-
peutic application of these cells. The diversity across 
these domains opens a broad range of possibilities in 
the design of advanced CAR T-cells with enhanced 
functional attributes.

The analysis of the collected data suggests that se-
lecting specific costimulatory domains has a signif-
icant impact on CAR T-cell activation, cytotoxicity, 
metabolic activity, in vivo persistence, and resistance 
to functional exhaustion. Consequently, the combina-
tion of various domains or the establishment of mod-
ular structures may potentially circumvent the criti-
cal limitations of existing methodologies in generating 
therapeutic CAR T-cell products and their applica-

tions, including tumor antigen heterogeneity, the im-
munosuppressive microenvironment, and the toxicity 
associated with adoptive transfer.

Furthermore, it is imperative to reduce the size 
of the CAR while maintaining its functionality and 
to identify a structure of minimal receptor activity, 
which should enhance the success of the modification 
and support increased and stable CAR receptor pro-
duction by T-cells. Similar investigations are concur-
rently in progress [101]. 

Further optimization of CAR T-cell signal-
ing domains requires a deeper understanding of 
T-lymphocyte activation mechanisms, along with the 
use of advanced technologies such as CRISPR screen-
ing, transcriptomics, proteomics, and computational 
modeling [75, 102–105]. This will enable the creation 
of personalized cellular products precisely tailored to 
the biology of a specific tumor type. Alongside im-
provements in receptor generation and the develop-
ment of modular systems [106–108], research in this 
area could lead to groundbreaking therapeutic solu-
tions, expanding the applications of CAR T-cell tech-
nology and enhancing its effectiveness in treating 
both cancer and, potentially, autoimmune and infec-
tious diseases. 
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ABSTRACT High-grade gliomas are among the most aggressive malignant pathologies of the brain. The high in-
vasive potential of tumor cells causes relapses of the disease even after radical resection of the tumor. The sig-
natures of the genes associated with the invasion of glioma cells have now been identified. The expression 
products of these genes are involved in various signaling pathways, such as cellular protein catabolism, the 
p53 signaling pathway, transcription dysregulation, and the JAK-STAT signaling pathway. Therefore, they can 
indirectly modulate the invasive potential of tumor cells. Using RNA interference technology, it is possible to 
change the expression level of the detected genes and reduce the invasive and proliferative potentials of can-
cer cells. This review focuses on the use of this technology to influence various links in signaling pathways 
and, accordingly, the cellular processes associated with the invasion of glioblastoma cells. Furthermore, the 
review discusses the problems associated with delivering interfering RNAs into cells and ways to solve them.
KEYWORDS glioma, invasion, RNA interference, small interfering RNA.
ABBREVIATIONS BBB – blood–brain barrier; EMT – epithelial–mesenchymal transition; CD133 – prominin-1; 
CENPJ – centromere protein J; CPC – cardiac progenitor cells; CPNE3 – copine 3; EGF – epidermal growth 
factor; EGFR – epidermal growth factor receptor; EMA – European Medicines Agency; EV – extracellu-
lar vesicle; FAK – focal adhesion kinase; FDA – U.S. Food and Drug Administration; HER2 – human ep-
idermal growth factor receptor 2; IDH – isocitrate dehydrogenase; MAGs – metastasis-associated genes; 
MALAT1 – metastasis-associated lung adenocarcinoma transcript 1; mCSCs – metastatic cancer stem cells; 
MDK – midkine (cell growth factor); MMPs – matrix metalloproteinases; NAcGal – N-acetylgalactosamine; 
PDGF – platelet-derived growth factor; RISC – RNA-induced silencing complex; siRNA – small interfer-
ing RNA; shRNA – short hairpin RNA; TMZ – temozolomide; VDAC1 – voltage-dependent anion channel 1; 
VEGF – vascular endothelial growth factor.

INTRODUCTION
Glioblastoma (grade IV glioma) is an aggressive ma-
lignant pathology of the brain accounting for 49% of 
primary malignant tumors of the central nervous sys-
tem [1]. The incidence of this tumor is approximately 
10 cases per 100,000 people. The median survival of 
glioblastoma patients undergoing standard treatment 
is ~ 14 months; the five-year survival rate is as low 
as 7.2% [2]. There are several factors contributing to 
the low survival rate of patients with this cancer: (1) 
the infiltrative tumor growth pattern complicating its 
complete resection; (2) the high degree of genetic in-
tratumor and intertumor heterogeneity, which hinders 
targeted therapy; (3) the blood–brain barrier (BBB) 
impeding drug delivery to tumor tissue; (4) the im-

munosuppressive tumor microenvironment inhibit-
ing antitumor immunity; and (5) the lack of reliable 
methods for early disease diagnosis. Today, the stand-
ard glioblastoma treatment protocol comprises maxi-
mal safe resection of the tumor, temozolomide (TMZ) 
chemotherapy, and radiation therapy (the so-called 
Stupp protocol) [2]. Other chemotherapeutic agents 
are used along with TMZ: vincristine, lomustine, pro-
carbazine [1], methotrexate [3], Gliadel [4], and pacl-
itaxel [5, 6]. The extent of the surgical resection pos-
itively correlates with patient survival; however, the 
infiltrative tumor growth pattern, the blurred bound-
aries between the tumor and healthy tissue, and the 
consequential risk of damaging the healthy brain ar-
eas during surgery complicate complete tumor resec-
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tion [2]. Temozolomide therapy also involves several 
problems, such as the development of drug resistance 
by the tumor cells, adverse events associated with 
myelosuppression, the short half-life of TMZ, and the 
low effectiveness in crossing the BBB (~ 20%), leading 
to the need for higher therapeutic doses and, conse-
quently, more severe adverse events [7]. Therefore, 
searching for novel effective glioblastoma treatments 
remains one of the most pressing challenges facing 
practical oncology.

Invasion as one of the hallmarks of glioblastoma
A key hallmark of glioblastoma is the active invasion 
of tumor cells occurring along the existing structures, 
primarily along blood and lymphatic vessels and the 
walls of cerebral ventricles, or via direct penetration 
through the dura mater and bone. The ability of tu-
mor cells to undergo reversible epithelial–mesenchy-
mal transition (EMT) allows a remodeling of their cy-
toskeleton and amoeboid movement among other cells, 
thus altering the structure of the extracellular matrix 
[8, 9]. Metastatic cancer stem cells (mCSCs) stand out 
among the pool of glioma cells [10]. The epigenetic 
plasticity of mCSCs enables them to switch between 
the stationary, slow-proliferative (dormant) state and 
the migratory mesenchymal-like state. That is how 
the invasion of tumor cells into the adjacent niches 
and the formation of metastases, where mCSCs ex-
press mesenchymal subtype markers such as CD44 
and YK-40, takes place.

Tumor cells are capable of releasing a glutamate 
neurotransmitter into the extracellular space, thus in-
ducing excitotoxic death of surrounding neurons and 
making room for amoeboid movement. Microglial and 
tumor cells also secrete various enzymes (urokinase 
plasminogen activator, cathepsin B, as well as MMP 
and ADAM proteases), thereby degrading proteogly-
cans and hyaluronic acid in the extracellular matrix 
along blood vessels, making it possible for cells to en-
ter the bloodstream [11]. The formation of dense cel-
lular structures known as pseudopalisades, primar-
ily composed of microglial cells and macrophages, is 
pathognomonic for glioblastoma [12]. Some tumor cells 
have lamellipodia; electrical synapses in them ensure 
intercellular communication and coordination [13].

Genes associated with glioblastoma 
invasion processes
Transcriptome analysis and single-cell DNA sequenc-
ing of glioma have helped identify the gene signatures 
(Table 1) associated with cancer cell invasion (metas-
tasis-associated genes, MAGs) [14]. The products of 
these genes are involved in the p53 and JAK-STAT 
signaling pathways, as well as in cellular processes 

such as the catabolism of cellular proteins and regula-
tion of transcription, differentiation, and the prolifer-
ation of cells. Suppression of the expression of these 
genes may contribute to a reduction of both the in-
vasive and the proliferative potential of glioma cells.

Furthermore, Cox regression analysis revealed an-
other three genes (GNS, LBH, and SCARA3) whose 
expression correlates with the survival time of pa-
tients diagnosed with IDH-wildtype glioma [14, 27, 
28]. The GNS gene encodes glucosamine (N-acetyl)-6-
sulfatase, which is involved in the catabolism of hepa-
rin, heparan sulfate, and keratan sulfate. The LBH 
gene is highly expressed in gliomas. Under hypoxic 
conditions, its expression is directly regulated by the 
transcription factor HIF-1 and promotes tumor angio-
genesis. The SCARA3 gene encodes the scavenger re-
ceptor class A member 3 that reduces the level of re-
active oxygen species, thereby protecting cells against 
oxidative stress.

Since tumor cell invasion is considered to be a key 
prognostic factor of the disease, it is crucial to iden-
tify the transcription factors, signaling pathways, and 
key master regulators of this process both for under-
standing the molecular mechanisms of oncogenesis 
and for further developing targeted therapeutics for 
glioma treatment.

RNA interference as a therapeutic approach
RNA interference, a natural evolutionarily conserved 
cellular defense mechanism against foreign gene in-
vasion, which is commonly found in organisms across 
various taxa, is one of the gene expression regulation 
methods [29]. RNA interference is the post-transcrip-
tional suppression of gene expression through degra-

Table 1. The genes associated with an invasion of glioma 
cells

No.
Signaling  

pathways and 
cellular processes

Gene Reference

1
Regulation 

of cellular protein 
catabolism

CLU, HSP90AB3P, 
MDM2, OS9, 

SDCBP, TRIB2
[14–20]

2 The p53 signaling 
pathway

CASP3, CCND2, 
CDK4, IGFBP3, 

MDM2

[14, 17, 
21–24]

3
Regulation 

of transcription 
in cancer cells

CCND2, IGFBP3, 
MDM2, PLAT, 

ZEB1

[14, 17, 22, 
24–26]

4 The JAK-STAT 
signaling pathway CCND2, FHL1 [14, 22, 26]
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dation of their mRNA triggered by small non-coding 
RNAs complementary to the mRNA sequence. These 
non-coding RNAs include double-stranded small in-
terfering RNAs (siRNAs) and single-stranded short 
hairpin RNAs (shRNAs). Eukaryotic cells contain the 
DICER enzyme that hydrolyzes long endogenous and 
exogenous double-stranded RNAs into shorter frag-
ments and cleaves the shRNA loop, yielding short 
siRNAs. siRNA binding to the target mRNA results in 
the formation of the RNA-induced silencing complex 
(RISC), which is involved in enzymatic mRNA degra-
dation and suppresses translation [30, 31]. Unlike syn-
thetic siRNAs, which are delivered into cells as short 
double-stranded RNAs, plasmid DNA or viral vectors 
are typically utilized in the case of shRNAs. After 
they have been delivered into the cell, shRNA is tran-
scribed in the cytoplasm and converted to functional 
siRNA by the DICER enzyme.

RNA interference is a gene therapy method for 
various diseases. Six siRNA-based therapeutics have 
been approved for clinical application (Table 2). In 
2018, the U.S. Food and Drug Administration (FDA) 
and the European Medicines Agency (EMA) approved 
patisiran as the first siRNA-based therapeutic for 
treating polyneuropathy caused by hereditary trans-
thyretin amyloidosis in adult patients. Another six 
siRNA-based therapeutics have successfully under-
gone clinical trials. Fitusiran (NCT05662319), tepra-
siran (NCT03510897), and tivanisiran (NCT05310422) 
[32] are currently undergoing phase III clinical trials.

Problems related to the application 
of siRNA in targeted therapy
Despite the high potential of RNA interference-based 
therapy, the availability of therapeutics approved 
for clinical application and several promising clini-
cal trials, the RNA interference technology contin-

ues to exhibit a number of fundamental limitations. 
Significant challenges in the clinical application of in-
terfering RNAs include nuclease degradation of un-
bound nucleic acids in bodily fluids, rapid renal clear-
ance, interaction with extracellular proteins, and poor 
cellular internalization efficiency [33]. Along with the 
biopharmaceutical properties, the physicochemical 
characteristics of these molecules (their hydrophilici-
ty, negative charge, and instability) also substantially 
hinder siRNA delivery into cells and reduce their bi-
ological activity [34]. Nucleic acids per se are neither 
tissue- nor cell-specific and poorly penetrate across 
various biological barriers, thus impeding the devel-
opment of orally, intranasally, or transdermally ad-
ministered drugs based on them [33]. Furthermore, 
off-target effects of RNA interference have been ob-
served [35]. Thus, administration of shRNA targeting 
HCN1 mRNA into different brain regions of mice in-
duced cytotoxicity mediated by them, including hip-
pocampal cell degeneration even when delivering the 
control shRNA targeting luciferase mRNA (whose 
gene is absent from the mouse genome) [36]. These 
off-target effects of RNA interference may arise from 
both the binding of siRNA seed regions to the 3’-un-
translated regions of non-target mRNAs, leading to 
their cleavage by the DICER complex, and the fact 
that the delivery of additional exogeneous RNA into 
the cell triggers competition with endogenous RNAs 
at all interference stages (e.g., for binding to DICER 
and RISC complexes in the cytoplasm). Additionally, 
synthetic RNA can be mistakenly recognized as viral 
RNA by endosomal and intracellular receptors of the 
innate immune system (e.g., the Toll-like receptors 
TLR-3, TLR-8, and TLR-9; PKR and RIG-I receptors), 
eliciting an inflammatory antiviral immune response. 
The off-target effects of RNA interference can be 
mitigated by chemical modification of RNA nucleo-

Table 2. FDA-approved siRNA-based therapeutics

Therapeutic Indications for use Target Delivery 
system

Year of FDA 
approval

Patisiran Familial amyloid polyneuropathy Hepatic transthyretin Liposomes 2018

Givosiran Acute hepatic porphyria Aminolevulinic acid synthase 1 NAcGal 2019

Lumasiran Primary hyperoxaluria type 1 Hepatic glyoxylate oxidase NAcGal 2020

Inclisiran Hypercholesterolemia Subtilisin/kexin type 9 NAcGal 2021

Vutrisiran Hereditary transthyretin amyloidosis 
with polyneuropathy Transthyretin NAcGal 2022

Nedosiran Primary hyperoxaluria Hepatic lactate dehydrogenase NAcGal 2023
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tides (e.g., 2′-O-Me, 2′-O-methoxyethyl, 2′-F, phospho-
rothioate, etc.). Although the entirely non-modified 
or lightly modified siRNAs can mediate in vivo gene 
suppression, extensive modifications can enhance the 
chemical stability and siRNA delivery efficiency, re-
duce the toxicity related to off-target effects, and de-
crease activation of the innate immune system [37, 
38]. The off-target effects can also be minimized by 
careful selection of siRNA nucleotide sequences us-
ing in silico algorithms and software for siRNA de-
sign [39, 40].

Delivery systems for interfering RNAs
siRNA delivery systems that prevent RNA degrada-
tion by endogenous nucleases and ensure penetration 
through the biological barriers, as well as allow regu-
lation of the rate of endosomal escape of siRNA, have 
been actively developed over the past two decades. 
Endosomal escape is a critically important step for 
siRNA activity, limiting both the rate and efficacy of 
RNA interference, since prolonged residence in endo-
somes causes RNA degradation [40, 41].

siRNAs can be delivered using lipid, inorganic (Si, 
Au, Ca3(PO4)2, and FexOy) and polymeric nanoparticles 
(chitosan, cyclodextrin, polyethyleneimine, and poly-L-
lysine), dendrimers (polypropyleneimine and polyami-
doamine), carbon nanostructures (carbon nanotubes, 
quantum dots, and nanodiamonds), as well as peptide 
carriers and conjugates (antibodies, peptides, NAcGal, 
and cholesterol) [42–44].

Lipid nanoparticles are structures consisting pre-
dominantly of phospholipids. Nanoparticles can be ei-
ther artificially engineered (liposomes) or obtained 
from bodily fluids (extracellular vesicles, EVs). These 
systems for delivering drugs into cells are biocom-
patible, biodegradable, and have been well-studied 
[45]. Extracellular vesicles can also be artificially en-
gineered via chemical treatment of cells with actin-
destabilizing compounds (cytochalasins, latrunculins, 
etc.) or other agents causing irreversible, chemically 
induced plasma membrane blebbing (paraformalde-
hyde, N-ethylmaleimide, etc.) [46, 47].

Lipid nanoparticles having surface modifications 
that enhance their stability or targeting specificity 
(e.g., the commercially available ionized amphiphilic 
lipid nanoparticles for siRNA delivery DLin-DMA, 
DLin-MC3-DMA, and L319) are of the greatest inter-
est [48]. The nanoparticle surface can be functional-
ized using various ligands: apolipoproteins, transfer-
rins, folates, integrins, etc. PEGylation of the surface 
of siRNA-loaded liposomes was shown to ensure 
prolonged systemic circulation of lipid particles [33]. 
Additional functionalization of the nanoparticle sur-
face with a peptide aptamer specific to fibronectin, 

whose expression on glioma cells is significantly up-
regulated, ensures targeted delivery of liposomes into 
tumor cells [49], tumor growth inhibition, and better 
survival of tumor-bearing animals. In another study, 
liposomal particles were functionalized with a ligand 
targeting LRP-1 (low-density lipoprotein receptor-
related protein 1). LRP-1 is expressed by blood–
brain barrier endothelial cells and glioblastoma cells. 
It was demonstrated that these siRNA-MDK-loaded 
nanoparticles reduce the resistance of cancer cells to 
TMZ and inhibit tumor growth in orthotopic glioblas-
toma mouse models [50]. In the functionalization of 
lipid particles, ligands specific to αvβ3 and αvβ5 in-
tegrins were used to deliver siRNAs into tumor cells; 
αvβ6-specific ligands were utilized for siRNA delivery 
into lung epithelial cells in COVID-19 [51, 52].

siRNAs can be efficiently delivered only provided 
that the biological barriers impeding the penetration 
of positively charged particles are overcome [53]. The 
strategies to overcome the so-called “polycation dilem-
ma” primarily involve designing surface charge-re-
versible nanoparticles. These ionizable lipid nanopar-
ticles carry a moderately negative or neutral surface 
charge, which enhances their stability in bodily fluids. 
However, a shift in pH or the redox potential, or the 
action of endogenous enzymes and exogenous fac-
tors, leads these nanoparticles to change their surface 
charge to a positive one and be efficiently internalized 
by target cells [50, 53]. Hence, in order to be able to 
cross the BBB, liposomes can be shielded with cat-
echol–polyethylene glycol polymers preventing the 
premature release of the liposomal cargo into the cy-
toplasm of non-target cells (endothelial cells, peri-
cytes, etc.) [50]. The shielding is removed in a tumor 
characterized by an elevated level of reactive oxygen 
species, and these nanoparticles penetrate glioblas-
toma cells through the action of the targeting ligand.

Hybrid structures composed of liposomes and 
extracellular vesicles (EVs) have been proposed as 
an alternative approach to enhancing the target-
ing specificity of siRNA-loaded lipid nanoparticles. 
Extracellular vesicles are natural RNA carriers that 
are superior to liposomes due to their low toxicity 
and immunogenicity [54]. Extracellular vesicle sur-
face markers can be displayed on the surface of these 
hybrid structures, making nanoparticles “inherit” 
their properties. For example, cardiac progenitor cells 
(CPCs) produce a variety of regulatory growth fac-
tors and cytokines. Hence, CPC-derived EVs activate 
endothelial cell migration and angiogenesis in vivo, 
which can be further utilized in developing cellular 
technologies to treat post-infarction conditions. Hybrid 
liposomal particles produced using CPC-derived EVs 
are also capable of activating endothelial cell migra-
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tion [55]. The surface of EVs can be modified with 
molecules targeting them to specific cells, or EVs can 
be loaded with biologically active molecules (chemo-
therapeutics, growth factors, microRNA, or siRNA) 
[56]. Thus, the therapeutic effect of EV-siBRAFV600E 

was demonstrated in mouse models of colorectal can-
cer carrying the BRAF V600E mutation [57]. When 
producing, isolating, and characterizing extracellu-
lar vesicles, in order to increase the reproducibility 
and minimize side effects, one must strictly adhere to 
the “Minimal Information for Studies of Extracellular 
Vesicles” guidelines developed by the International 
Society for Extracellular Vesicles [58].

Hence, there is an ongoing effort focusing on the 
development of lipid systems for optimal intracel-
lular drug delivery. The regulatory approval of pa-
tisiran (ONPATTRO, manufactured by Alnylam 
Pharmaceuticals), which is the PEGylated liposomal 
nanoparticle loaded with siRNA targeting coagulation 
factor VII (proconvertin), is one of the successful out-
comes of this research [41]. 

The display of tissue- or organ-specific mole-
cules on the surface of siRNA-loaded nanoparticles 
is also used in the case of non-lipid nanoparticles. 
Thus, it has been demonstrated that calcium phos-
phate nanoparticles “decorated” with apolipopro-
tein E3 can cross the blood–brain barrier and en-
sure efficient siRNA delivery, inhibiting the growth 
of tumor xenografts [59]. siRNA conjugates with 
N-acetylgalactosamine (NAcGal), a ligand binding to 
the asialoglycoprotein receptor specifically expressed 
on the hepatocyte surface, deserve special mention 
among polymeric nanoparticles. The interaction be-
tween these nanoparticles and hepatocytes induces 
rapid endocytosis and reduces the target mRNA lev-
els in hepatocytes [60, 61]. Five out of the six siRNA-
based therapeutics approved for clinical application 
(Table 2) are siRNA–NAcGal conjugates. However, 
they are less stable than liposomes and more difficult 
to manufacture [62, 63]. Compounds such as choles-
terol [64], 2’-O-hexadecyl (C16) [65], aptamers [66], an-
tibodies [67], and peptides [68] can be used as siRNA 
conjugates along with NAcGal.

Delivery using cell-penetrating peptides (CPPs) is 
a rapidly developing technology for siRNA delivery 
into cells. CPPs are usually short positively charged 
peptides capable of entering cells either via endocy-
tosis or by directly crossing the membranes. CPPs 
were shown to be able to form non-covalent com-
plexes or covalent conjugates with biologically active 
nucleic acids (including siRNAs) and ensure transfec-
tion of various cells [69, 70]. For example, a fragment 
of human kappa-casein, RL2, is capable of delivering 
plasmid DNA, small nucleolar RNA, and siRNA into 

cells. The most effective transfection was achieved by 
using the RL2–siRNA complexes; effective suppres-
sion of the expression of the target EGFP gene was 
demonstrated in ref. [71]. Despite all their advantages, 
CPPs also share the shortcomings inherent to protein-
based drugs, such as the short half-life, the challenges 
related to the optimization of the conditions for form-
ing a monodisperse suspension of these particles, and 
high cost of production. Therefore, CPPs are used as 
components of hybrid particles (e.g., with PEG) or as 
antigens displayed on the surface of siRNA-loaded 
lipid nanoparticles [72, 73].

Hence, first on the list when developing siRNA-
based therapeutics is to enhance the stability of the 
molecule in the internal environment of an organ-
ism. This can be achieved both via modification of the 
siRNA structure and through conjugation of siRNA 
with other compounds. Further optimization can in-
volve encapsulation of siRNA into nanocarriers such 
as cationic liposomes or carbon nanostructures and 
incorporation of a targeting ligand. All these factors 
protect siRNA against the aggressive biological envi-
ronment, increase the nanoparticles’ tropism towards 
the target, and, therefore, the effectiveness of RNA 
interference for a specific target gene.

RNA interference as a promising 
approach to glioblastoma therapy
In vitro and in vivo experiments have demonstrated 
that the RNA interference technology is effective in 
inhibiting the signaling pathways that facilitate inva-
sion, angiogenesis, and proliferation of glioblastoma 
cells, as well as their resistance to chemotherapy and 
radiotherapy. Thus, treatment of human glioblasto-
ma T98G cells with siRNAs targeting the Akt3 and 
PI3K genes, in combination with temozolomide (TMZ), 
caused S and G2/M cell cycle arrest, in addition to in-
ducing apoptosis and necrosis in tumor cells [74]. The 
PI3K/Akt/mTOR signaling pathway regulates apopto-
sis, proliferation, invasion, metabolism, epithelial–mes-
enchymal transition, and DNA repair in glioblastoma 
cells (Fig. 1) [75]. The PI3K/Akt/mTOR pathway is ac-
tivated upon interaction of the epidermal growth fac-
tor (EGF), platelet-derived growth factor (PDGF), and 
vascular endothelial growth factor (VEGF) with their 
tyrosine kinase receptors. This signaling pathway was 
shown to be associated with the development of drug 
resistance, and its inhibition via RNA interference in-
creased the sensitivity of U251 MG human glioblasto-
ma cells to bortezomib [76].

The CD133 protein is considered to be a marker of 
cancer stem cells (CSCs), including glioblastoma stem 
cells [77]. The involvement of CD133 in oncogenesis 
makes it a crucial therapeutic target for the elimina-
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tion of CSCs, which largely contribute to tumor re-
currence, as well as for the inhibition of invasion, mi-
gration, and epithelial–mesenchymal transition. The 
activity of CD133–siRNA was shown to reduce the 
migration rate of U87 MG cells. This can be relat-
ed to the modulation of the PI3K/Akt/mTOR signal-
ing pathway (Fig. 1). In particular, RNA interference 
of the CD133 gene downregulated expression of the 
RAF1, MAP2K1, MAPK3, PIK3CA, AKT3, and mTOR 
genes [78].

Suppression of the expression of epidermal growth 
factor receptor (EGFR) and human epidermal growth 
factor receptor 2 (HER2) is another example of sig-
naling pathway inhibition. These receptors mediate 
the activation of the MAPK/ERK signaling pathway, 
which regulates the proliferation and migration of 
cancer cells (Fig. 1). Thus, ERK activates transcrip-
tion factors such as c-Myc, which in turn upregu-
late the expression of cell cycle regulator genes. The 
target genes of c-Myc include cyclin-dependent ki-
nases, cyclins, and the transcription factor E2F [79]. 
HER2–siRNA was shown to reduce the migration 
and proliferation rates of LN-229 and U251 MG cells 
by approximately 50% [80]. Knockdown of the EGFR 
gene decreased the proliferation rate of both cell lines 
by approximately 40%. Expression of the IGFBP3 
gene, which belongs to the aforementioned MAG 
group (Table 1), is also modulated by the MAPK/ERK 
signaling pathway and positively correlates with can-
cer grade [24, 81]. The in vivo experiments on an or-
thotopic mouse model of U87 MG/Luc glioma showed 
that two siRNAs (siIBP3-1 and siIBP3-2) inhibit-
ed tumor growth. The STAT3, cofilin-1, galectin-1, 
and ELTD1 genes, which are also activated by the 
MAPK/ERK signaling pathway, are considered prom-
ising siRNA targets [82, 83].

A promising target for tumor therapy is the 
TMEM97 gene, which encodes the transmembrane 
protein TMEM97 (sigma-2 receptor (σ2R)) [84] and in-
teracts with the EGF tyrosine kinase receptor (Fig. 1). 
Suppression of TMEM97 expression via RNA interfer-
ence in U87 MG and U373 MG cells reduced the pro-
liferation, migration, and invasion of cells, in addition 
to inducing G1/S cell cycle arrest [85]. Furthermore, 
RNA interference of the TMEM97 gene led to the 
modulation of epithelial–mesenchymal transition: 
the β-catenin and Twist levels declined, while the 
E-cadherin level increased.

Voltage-dependent anion-selective channel 1 
(VDAC1) is a protein involved in non-selective trans-
port of anions and cations across the outer mitochon-
drial membrane, as well as in the export of ATP into 
the cytoplasm (Fig. 1). The upregulated expression of 
the VDAC1 gene is known to play a crucial role in the 

reprogramming of metabolic and energy processes in 
cancer cells [86]. Inhibition of VDAC1 expression was 
shown to reduce the migration and invasion rates of 
human glioblastoma U87 MG cells in vitro, as well 
as slow down the growth of the U87 MG tumor in 
a mouse model [87, 88]. This is attributed to the dis-
sipation of the mitochondrial membrane potential in 
tumor cells, reducing the intracellular ATP concentra-
tion and causing disruption of the cellular metabolism.

Along with protein-coding genes, the targets 
for gene-targeted therapy based on RNA interfer-
ence can also include long non-coding RNAs (e.g., 
MALAT1 (Fig. 1), whose high expression level is as-
sociated with a poor prognosis in glioblastoma pa-
tients [89]). The MALAT1 levels were shown to be 
elevated in TMZ-resistant U251 MG and U87 MG hu-
man glioblastoma cells [90]. The cells, transfected with 
MALAT1–siRNA, were characterized by downregulat-
ed expression of the genes mediating drug resistance 
(MDR1, MRP5, and LRP1), as well as a downregulated 
expression of the ZEB1 gene, which is involved in the 
EMT in cancer cells. Tumor progression is accompa-
nied by EMT associated with the degradation of the 
extracellular matrix and reduction of cancer cell ad-
hesion, thereby intensifying their migration and inva-
sion. Hence, the inhibition of these cellular process-
es via RNA interference can significantly reduce the 
metastatic potential of the tumor. Copine 3 (CPNE3), 
belonging to the CPNE family of Ca2+-dependent 
phospholipid-binding proteins, plays a crucial role in 
the EMT of human glioblastoma cells (Fig. 1). CPNE3 
induces the EMT by activating the FAK signaling 
pathway, thus promoting invasion and migration of 
tumor cells. Suppression of CPNE3 expression us-
ing CPNE3–shRNA in U87 MG and U251 MG cells 
impaired the migratory, invasive, and proliferative 
potential of glioblastoma cells, which can be associ-
ated with inactivation of the FAK and, therefore, the 
PI3K/Akt/mTOR signaling pathways [91, 92].

The ZEB2 protein is a transcription factor playing 
an important role in the development of the central 
nervous system throughout the entire embryonic pe-
riod. Meanwhile, ZEB2 is also involved in the epitheli-
al–mesenchymal transition of tumor cells; upregulated 
ZEB2 expression is observed in many cancers, includ-
ing glioblastoma [63]. An analysis of the migratory po-
tential of U87 MG and U373 MG glioma cells revealed 
that the migration rate of cells transfected with 
ZEB2–siRNA was significantly reduced compared to 
the control cells [93]. ZEB2 overexpression is known 
to increase the levels of N-cadherin and a number 
of matrix metalloproteinases (Fig. 1); in turn, it pro-
motes invasion/migration of cancer cells [93–95]. The 
centromere protein J (CENPJ) controlling the divi-
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sion of neural precursor cells and neuronal migration 
is also involved in the EMT [96]. CENPJ expression 
was shown to be upregulated in human glioblastoma 
cell lines compared to healthy brain tissue; this corre-
lates with a poor disease prognosis in glioma patients. 
Treatment of personalized glioblastoma culture cells 
(GBM02 and GBM95) with CENPJ–siRNA reduced 
their migration rate. CENPJ knockdown is believed to 
alter the morphology of glioblastoma cells because of 
microtubule stabilization and actin microfilament de-
polymerization, thereby making the cells less prone to 
epithelial–mesenchymal transition (Fig. 1).

NU-0129, a siRNA-based therapeutic designed 
for glioblastoma treatment, is currently undergoing 
phase I clinical trials (Clinical trials: NCT03020017). 

The therapeutic is a complex of gold nanoparticles 
and siRNA targeting Bcl2L12 mRNA. The Bcl2L12 
gene encodes the anti-apoptotic protein Bcl2L12 
overexpressed in human glioma cells, which makes 
them apoptosis-resistant. An analysis of the accu-
mulation of gold particles in patients’ tumors dem-
onstrated that NU-0129 penetrates the blood–brain 
barrier and accumulates in tumor tissue, where it 
reduces the level of the Bcl2L12 protein [97]. Hence, 
designing targeted nontoxic nanoparticles carrying 
siRNAs described above and further research into 
their effectiveness for glioblastoma treatment is un-
doubtedly promising; the clinical trials of the devel-
oped drugs will broaden the treatment options for 
neuro-oncological disorders.

Fig. 1. The use 
of RNA interfer-
ence to regulate 
the expression 
of genes whose 
products are 
involved in the 
proliferation and 
migration of glio-
blastoma cells. 
siRNA – small 
interfering RNA; 
shRNA – short 
hairpin RNA
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CONCLUSIONS
RNA interference is a promising therapeutic ap-
proach to glioblastoma treatment. The currently 
available promising delivery systems for interfering 
RNAs lay the groundwork for designing targeted 
agents that inhibit the proliferation, invasion, mi-
gration, and epithelial–mesenchymal transition of 
tumor cells. The previously described signatures of 
the MAG genes, as well as the genes encoding the 
FAK, PI3K/Akt/mTOR, and MAPK/ERK signaling 
pathways, will facilitate the search for siRNAs with 

a potential for developing effective targeted thera-
pies for glioblastoma. When developing siRNA-based 
therapeutics, our efforts should focus on enhancing 
their penetration efficiency, stability, and specificity 
with respect to a selected target. 
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ABSTRACT Calcium signaling ensures efficient cellular functioning; calcium homeostasis disruption leaves be-
hind detrimental sequelae for the cell both under calcium excess and deficiency conditions. Malignant trans-
formation is accompanied by significant alterations in the expression of the proteins critical for store-op-
erated calcium entry, resulting in the dysregulation of calcium signaling. It is plausible that a remodeling 
of intracellular signal transduction pathways in cancer cells is required in order to accelerate metabolic 
processes, as well as fuel further tumor growth and invasion. Meanwhile, fine-tuning of calcium signaling 
is observed under both normal and pathological conditions. In this context, research into the changes accom-
panying signal transduction within the tumor microenvironment is a key aspect of the investigation of the 
role of calcium signaling in tumor development. Factors characteristic of the tumor microenvironment were 
shown to have a significant effect on the function of calcium channels and the proteins that regulate calcium 
signaling. Major, adverse microenvironmental factors, such as acidification, elevated levels of reactive oxygen 
species and hypoxia, have a bearing on the store-operated calcium entry. It is crucial to understand wheth-
er changes in the expression of the key SOCE components represent an adaptation to the microenvironment 
or a result of carcinogenesis.
KEYWORDS calcium, store-operated calcium entry, STIM, Orai, malignant transformation, tumor microenvi-
ronment, calcium signaling.
ABBREVIATIONS SOC – store-operated channels; SOCE – store-operated calcium entry; SERCA – sarcoplas-
mic/endoplasmic reticulum Ca2+-ATPase; PMCA – plasma membrane Ca2+-ATPase; ROS – reactive oxygen 
species; ER – endoplasmic reticulum; BC – breast cancer.

INTRODUCTION
The tumor microenvironment is shaped by various 
cell types, both cancer and non-cancer ones (e.g., im-
mune cells). Carcinogenesis is under the continuous 
influence of neighboring cells, soluble factors, and the 
extracellular matrix. The soluble factors include nu-
trients, oxygen, reactive oxygen (ROS) and nitrogen 
species, ATP, cytokines, growth factors, chemokines, 
various ions (e.g., Ca2+ and Н+), metabolic waste prod-
ucts of cancer cells, etc. [1, 2]. Changes in the intra-
cellular calcium concentration affect proliferation, ap-
optosis, energy metabolism, and the invasiveness of 
cancer cells, thereby playing a pivotal role in tumor 
growth and development [3–5]. To date, a significant 
amount of data has accumulated indicating the pres-
ence of alterations in calcium signaling during tumor 

transformation. The expression levels of the proteins 
involved in calcium signaling are known to change 
during the development of pathological processes. 
Meanwhile, it remains unclear whether these chang-
es in calcium signaling are driven by adaptation to 
the tumor microenvironment, where signaling plays a 
pivotal role, or by changes in the expression levels of 
specific proteins involved in calcium signal transduc-
tion. It seems that both mechanisms − and probably 
combinations of the two − need consideration.

Store-operated calcium entry
Store-operated calcium channels (SOC) residing in the 
plasma membrane are among the major pathways of 
calcium entry into non-excitable cells and are widely 
expressed in various cell types (Fig. 1) [6]. SOC activ-
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ity is vital for the replenishment of calcium stores in 
the endoplasmic reticulum (ER) and for the transduc-
tion of a multitude of intracellular signals [7]. The en-
try of extracellular calcium into the cell in response to 
the depletion of intracellular calcium stores is termed 
store-operated calcium entry (SOCE). STIM and Orai 
proteins [8], as well as certain members belonging 
to the TRPC family, are the key molecular compo-
nents of SOCE [9–11]. Orai and TRPC form calcium 
channels in the plasma membrane, while STIM pro-
teins are primarily ER-localized proteins with a sin-
gle transmembrane domain which function as sensors 
of the calcium concentration in the ER [12]. A decline 
in the calcium concentration in the ER is followed by 
conformational changes, oligomerization, and the clus-
tering of STIM proteins. They were shown to trans-
locate to the area of close contact between the ER 
membrane and the plasma membrane, where they in-
teract with SOC channels and activate them, thereby 
mediating the store-operated calcium entry [13].

Two homologs of the STIM protein are expressed 
in humans: STIM1 and STIM2. Both predominantly 
reside in the ER membrane, although a small amount 
of STIM1 is found on the plasma membrane. Both 
STIM proteins have a similar structure: composed 
of an N-terminal calcium-binding domain within the 
ER lumen, a single transmembrane segment, and a 
C-terminal cytoplasmic domain responsible for pro-

tein–protein interactions [14]. In vertebrates, STIM1 
and STIM2 are expressed in all cell types; they func-
tion as sensors of the endoplasmic reticulum lumi-
nal calcium and activators of SOC. Unlike STIM1, 
STIM2 is confined exclusively to the ER membrane. 
STIM2 is known to be a weaker activator of Orai1 
than STIM1 but a more sensitive Ca2+ sensor in the 
ER lumen. The dissociation constant of STIM2 for 
Ca2+ (500–800 µM) is significantly higher than that 
of STIM1 (200–600 µM) [15]. It is believed that the 
primary physiological role of STIM2 is to stabi-
lize basal calcium levels in the cytosol and ER [16]. 
Furthermore, the STIM2 protein mediates various 
store-dependent and store-independent SOC activa-
tion mechanisms and can inhibit SOCE through alter-
native splicing products [17, 18].

SOCE possess a broad range of regulatory mecha-
nisms. SOC in the plasma membrane is character-
ized by a set of electrophysiological properties, regu-
latory mechanisms, and susceptibility to factors such 
as acidification, hypoxia, and reactive oxygen species. 
These channels are activated by STIM proteins that 
differ in their calcium sensitivity and ability to ac-
tivate Orai channels [19]. Furthermore, SOC can be 
categorized into groups activated either by STIM1 
or STIM2 [20]. Another level of regulation, which is 
still poorly understood, involves various adapter pro-
teins and lipids residing at the contact sites between 

Fig. 1. The schematic of 
store-operated calcium entry. 
(A) The region of close contact 
between the plasma mem-
brane and the ER membrane at 
rest. (B) Activation of plasma 
membrane (PM) receptors 
stimulates IP

3
 production and 

calcium release from the ER via 
the IP

3
 receptor. A drop in the 

calcium concentration within 
the store causes clustering 
and conformational changes in 
STIM proteins, as well as the 
activation of SOC. Calcium 
entering the cell can activate 
signaling pathways, refill the 
ER calcium store by SERCA 
pumps, and supply mitochon-
dria (Mito) through membrane 
contact sites (MAMs). Excess 
calcium is extruded from the 
cells primarily by PMCAs
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the plasma membrane and the endoplasmic reticulum 
(e.g., cholesterol, IP3 receptor, adapter proteins of the 
Homer family, or cytoskeletal proteins) [14, 21–23].

Importantly, basal calcium concentrations in the cy-
tosol and the ER stores primarily depend on SOCE 
and significantly affect overall cellular calcium sig-
naling.

Hence, there are several levels of regulation and a 
broad range of possibilities for fine-tuning the SOCE 
mechanism to specific conditions. A limited number 
of reports on alterations in the details of the SOCE 
mechanism during malignant transformation are 
available.

The molecular composition of the mechanism 
of storage-operated calcium entry in breast cancer
Multiple publications have demonstrated that the ex-
pression profile of proteins, as key SOCE components, 
is altered in cancer (in particular, breast cancer (BC) 
(Table 1), as well as in colon [24], prostate [25], gastric 
[25], cervical [27], and oral [28] cancers).

Table 1 lists the data on the expression of the 
STIM, Orai, and TRPC proteins in the best studied 
breast cancer cell lines.

The data summarized in Table 1 attest to significant 
variations in the protein composition of the store-op-

Table 1. SOCE gene expression in breast cancer cell lines and control cells

Cell line MCF-10A MCF-7 MDA-MB-231 MDA-MB-468 BT-20 BT-474

Characterization of cells fibrocystic 
mastopathy HER2- ER+ TNBC TNBC TNBC HER2+ ER+

Results of functional studies 
[29–31] Orai3 ↑ Orai1 ↑ 

STIM1 ↑

Amount of protein 
normalized with respect 

to MCF10A [32]

Orai1
Orai2

Orai1↑
Orai2

Orai1↑
Orai2

Orai1
Orai2

Orai1
Orai2↑

Amount of protein 
normalized with respect 

to MCF10A [33]

Orai3
STIM2
 TRPC6 

Orai3 ↑
STIM2

TRPC6 ↑

Orai3 
STIM2 ↓
TRPC6 ↑

Orai3 ↑ 
STIM2

TRPC6 ↑

Orai3 ↑ 
STIM2
TRPC6

Amount of protein [34] STIM1 
 STIM2 

STIM1 ↑ 
STIM2 ↓

STIM1 ↓ 
STIM2 ↑

Amount of mRNA [29]
Orai1 ↑ 
Orai2

Orai3 ↓

Orai1 ↑ 
Orai2

Orai3 ↓

Amount of protein 
normalized with respect 

to MCF10A [30]

STIM1 
Orai1
Orai3

STIM1 ↓ 
Orai1 ↓
Orai3 ↑

STIM1 
Orai1

Orai3 ↓

STIM1 ↑ 
Orai1

Orai3 ↓

STIM1↓ 
Orai1 ↓
Orai3 ↑

Gene expression [35] TRPC1 ↑ TRPC1 TRPC1 ↑ TRPC1 ↓ TRPC1 ↑ TRPC1 ↓

Note. ↑ – upregulated expression; ↓ – downregulated expression. HER2 – HER2/neu receptor; ER – endorphin recep-
tor; TNBC – triple negative breast cancer.

erated calcium entry (SOCE) across different breast 
cancer cell lines. Furthermore, the differences in the 
expression of the key SOCE components result in 
changes in the functional characteristics of calcium 
entry in each particular cell line. We define the cal-
cium response amplitude as the maximum change in 
the intracellular calcium concentration with respect 
to basal levels. Studies, including our own research, 
demonstrate that breast cancer lines are characterized 
by different calcium response amplitudes and basal 
calcium concentrations (Fig. 2), varying sensitivity to 
specific (CM4620 and BTP2) and non-specific (lefluno-
mide and teriflunomide) SOCE modulators (Fig. 3), as 
well as microenvironmental conditions (ref. [36] and 
unpublished data).

Currently, there is no clear understanding of 
whether these functional changes cause the pathology 
or are a result of SOCE adaptation to new microen-
vironmental conditions. Both of these scenarios might 
be possible. For instance, if a cell becomes able to 
pump slightly more calcium into the cytosol upon ini-
tiation of malignant transformation, it promotes active 
proliferation and invasion. Alternatively, adjustment 
of a calcium response in cells within a tumor that has 
already been formed would lead to the accumulation 
of cells maximally adapted to these specific conditions.
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Physiological functions of store-operated 
calcium entry upon malignant transformation
Numerous examples demonstrate that the key SOCE 
proteins are involved in the regulation of prolifera-
tion, migration, invasion, the epithelial–mesenchymal 
transition (EMT), neoangiogenesis, and the metastatic 
spread of cancer cells [37–39]. Importantly, alterations 
in protein levels do not trigger a specific transfor-
mation pathway common to all cell types. Rather, we 
observe a degree of disruption of calcium signaling 
that percolates to various cellular signaling pathways 
(e.g., the Akt/ERK, NFAT, and PERK/ATF4 pathways), 
leading to malignant transformation in a manner 
unique to each tumor type.

In particular, STIM1-mediated calcium entry regu-
lates tumor angiogenesis in Epstein–Barr virus-asso-
ciated nasopharyngeal carcinoma. The viral-encoded 
membrane protein LMP1 promotes proliferation, mi-
gration, and tubulogenesis by engaging the Akt/ERK 
pathway. Suppression of STIM1 activity reduces the 
LMP1 content in exosomes and slows tumor-induced 
vascular network formation [40]. STIM1 knockout in 
MDA-MB-231 and other breast cancer cell lines, re-
gardless of their metastatic potential, enhances cell 
migration, while simultaneously downregulating 
NFAT1 expression [41]. Orai3 knockout was shown to 
alter the expression of numerous genes affecting mi-
gration and inflammatory/immune responses, includ-

ing hypoxia-induced ones: ID1, TREM-1, and PGF 
[42]. In colorectal cancer, downregulated STIM2 ex-
pression activates the c-Myc and PERK/ATF4 signal-
ing pathways, thus increasing tumor size and promot-
ing invasion and metastatic spread [43]. SOCE was 
also shown to be implicated in cell cycle disruption. 
The Orai3-STIM2 complex ensures successful mitosis 
in prostate cancer cells, preventing mitotic catastro-
phe. Suppression of Orai3 expression increases SOCE 
and causes G2/M phase cell cycle arrest, leading to 
the activation of the Bax/Bcl-2-mediated apoptotic 
pathway [44]. The Orai1 protein is overexpressed in 
patients with B-cell chronic lymphocytic leukemia, 
compared to normal B cells, contributing to the eleva-
tion of basal Ca2+ levels through a constitutive activity 
of SOC. Selective SOCE inhibitors (GSK-7975A and 
Synta66) block Ca2+ entry into cells, inducing apop-
tosis. Furthermore, Orai1 inhibitors exert an addi-
tive/synergistic effect when used in combination with 
therapeutics for B-cell chronic lymphocytic leuke-
mia [45]. In SKBR3 and BT20 breast cancer cell lines 
characterized by upregulated Orai2 expression, this 
channel modulates NFAT1 and NFAT4 activation in 
response to agonists. Orai2 knockdown induces the 
G0/G1 phase cell cycle arrest and reduces the resis-
tance of cells to apoptosis in patients treated with cis-
platin [32].

SOCE-forming proteins have also been found to af-
fect the expression of enzymes that regulate oncogen-
esis. Tumor samples from patients with oral cancer 
were characterized by upregulated Orai1 expression 
and, consequently, an increased rate of Ca2+ entry into 
these cells. mRNA analysis revealed that Orai1 regu-
lates many genes encoding oral cancer markers, in-
cluding metalloproteinases regulated by NFAT4 [46].

Furthermore, there are carcinogenic mechanisms 
that boost the activity of the SOCE machinery. For 
instance, upregulated expression of the EHD2 and 
CAV1/2 proteins is observed in various subtypes of 
breast cancer. These proteins possibly stabilize plas-
ma membrane caveolae and ensure high cell-surface 
expression of Orai1, thus leading to increased SOCE 
that stimulates oncogenesis [47]. In prostate can-
cer patients, the TSPAN18 protein protects STIM1 
against TRIM32-mediated ubiquitination; consequent-
ly, STIM1-mediated calcium entry increases, thus in-
tensifying the metastatic spread [48]. Transcriptome 
analysis data have indicated that NSUN2 expression 
is significantly upregulated in gastric cancer patients. 
The NSUN2 gene regulates the stability of Orai2 
mRNA through the 5-methylcytosine modification, 
thereby promoting Orai2 expression and further de-
velopment of peritoneal metastasis in gastric cancer 
patients [49].

Fig. 2. The Tg-induced responses of different breast can-
cer cell lines in a medium containing 2 mM Ca2+. An arrow 
indicates the time instant of administering 1 µM Tg. The ra-
tio between Fura-2 fluorescence (340 and 380 nm), the 
mean value, and SEM (n = 9–2) are shown
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This partial list showing the involvement of SOCE 
in malignant transformation underscores the critical 
importance of selecting the proper therapeutic target. 
Along with impairment of SOCE protein expression, 
there are certain malignant transformations that di-
rectly affect the function of SOCE without altering 
the expression levels of these proteins. Therefore, ef-
fective treatment requires agents that can precisely 
target the function of specific SOCE proteins in a par-
ticular situation. For example, while suppression of 
STIM1 protein activity is beneficial in nasopharyngeal 
carcinoma, this approach is forbidden in certain types 
of breast cancer. Reduction of Orai2 activity is a jus-
tified strategy for treating specific breast cancer sub-
types, as well as gastric cancer.

The interplay between store-operated 
calcium entry and mitochondria
The regulation of mitochondrial activity in cancer 
cells is one of the fundamental functions of calci-
um, which is critical for carcinogenesis. The ER is 
the primary source of calcium for mitochondria, and 
the structural relationship between these organelles 
is modulated by various proteins, including calcium 
channels [50].

By stimulating Ca2+-dependent dehydrogenases of 
the tricarboxylic acid (TCA) cycle, Ca2+ enhances ATP 
production and stabilizes the mitochondrial membrane 
potential [51]. However, a critical increase in Ca2+ con-
centration is accompanied by an abrupt rise in the 
permeability of the inner mitochondrial membrane 

Fig. 3. Measurements of the amplitude of the Tg-induced response in the medium containing 2 mM Ca2+ after 25-min 
incubation in the presence of 0.5% DMSO (control), 5 µM CM4620 and BTP2, 50 µM leflunomide (Lef) and teriflunomide 
(Ter) in cell lines: (A) MCF-10A; (B) MDA-MB-231; (C) BT-20; (D) MCF-7; (E) MDA-MB-468, and (F) BT-474. An arrow 
indicates the time instant of administering 1 µM Tg. The ratio between Fura-2 fluorescence (340 and 380 nm) normalized 
with respect to the basal level, the mean value, and SEM (n = 9–2) as a function of time are shown. Adapted from ref. 
[36]
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due to the opening of non-selective pores [50], result-
ing in the disruption of the respiratory chain, ATP 
hydrolysis, and osmotic swelling, eventually causing 
the release of apoptogenic molecules and cell death 
[52].

Hence, ATP production, biosynthesis of phospho-
lipids and steroid hormones, calcium signal transduc-
tion, and oxidation of various metabolites in cancer 
cells all depend on mitochondrial activity, which is 
regulated, among other factors, by calcium. Upon car-
cinogenesis, the amount of calcium entering the cell 
depends on both internal factors (e.g., the expression 
of the genes encoding the SOCE proteins) and tumor 
microenvironment factors. If the amount of incoming 
calcium is insufficient, cancer cells will not receive the 
energy required to ensure their viability. Conversely, 
an excessive influx of calcium will lead to the death 
of cancer cells. This compels the cell to regulate the 
calcium influx in a constantly changing microenviron-
ment. Next, we will examine how SOCE is affected 
by tumor microenvironment factors such as reactive 
oxygen species, acidification, and hypoxia.

THE EFFECT OF REACTIVE OXYGEN SPECIES 
ON STORE-OPERATED CALCIUM ENTRY
Reactive oxygen species are a group of molecules 
formed via partial reduction of O2 and that exhib-
it high reactivity [53]. Mitochondria generating ROS 
during ATP synthesis are their intracellular source 
[54]. Thus, elevated ROS levels were observed in tri-
ple-negative breast cancer cells, made possible by mi-
tochondrial activity; ROS have been shown to be im-
portant for the survival of these cells, since treatment 
with antioxidants induced their death [55].

ROS have long been considered harmful to cells, 
believed to cause oxidative damage to various mol-
ecules such as proteins, lipids, and DNA. However, 
we know that moderate ROS levels are essential for 
physiological cellular functions, including intracellular 
signaling, proliferation, and immune responses [56]. 
The cell employs a number of defense mechanisms to 
strike a balance between intracellular ROS production 
and elimination [57].

A large number of ROS sources have been found 
within tumors and their microenvironment. It has 
been demonstrated that cancer cells can induce a 
pathological elevation of ROS levels [58]. Oncogene 
activation, loss of tumor suppressor genes, hypoxia, 
as well as mitochondrial DNA mutations, can increase 
the ROS levels in cancer cells [59]. The tumor micro-
environment comprises various types of cells recruit-
ed upon tumor formation: neutrophils, T cells, macro-
phages, and fibroblasts. Exposure to cytokines such as 
interferon-γ (IFNγ), tumor necrosis factor-α (TNFα), 

and interleukin-1 (IL-1) was shown to enhance ROS 
production by various types of cancer cells [60].

Overall, low ROS levels appear to be beneficial for 
cancer cells as they can support their proliferative 
and invasive properties. However, beyond a certain 
threshold, ROS can become toxic to them. It seems 
that cancer cells can deploy an adaptive behavior to 
cope with different stages of ROS elevation (i.e., in-
duce either pro-oxidant or antioxidant mechanisms) 
[53].

The effect of reactive oxygen species on the 
components of store-operated calcium entry
SOCE adaptation is a plausible mechanism of cellular 
adaptation to altered ROS levels. In particular, ROS 
modulate the function of Orai channels, thus regu-
lating the calcium response, which is crucial for tu-
mor growth. It has been demonstrated that endoge-
nous and overexpressed Orai1 channels are inhibited 
by H2O2 with IC50 = 34 μM [61]. The same inhibitory 
effect was observed for Orai2 channels. In contrast, 
Orai3 channels were not inhibited by H2O2, indicat-
ing that Orai1 and Orai2 are sensitive to ROS, while 
Orai3 is not [61].

Cysteine residues are the primary targets for ROS 
in Orai1 and Orai2 [62]. In an Orai3 molecule, cyste-
ine-195 is replaced with glycine, which confers partial 
resistance to H2O2. Taking into account the differences 
in sensitivity to ROS among Orai1, Orai2, and Orai3, 
the ratio between these isoforms in the cell can be a 
factor that helps calcium signaling adapt to elevated 
ROS levels.

Similar processes are observed in immune cells. For 
example, an elevated Orai3/Orai1 ratio was revealed 
in monocytes, killing bacteria due to rapid H2O2 se-
cretion; therefore, switching to the less ROS-sensitive 
Orai3 channels is an effective adaptation mechanism 
used by monocytes to withstand their own ROS pro-
duction [63]. In primary human CD4+ T cells, naïve 
cells upregulate the Orai3/Orai1 expression ratio upon 
differentiation into effector cells residing within areas 
of the inflammation characterized by an elevated ROS 
concentration [61].

The ratio of expressed Orai proteins – and con-
sequently the dependence of store-operated calcium 
entry on ROS – is altered not only in immune but 
also cancer cells (Table 1). Thus, reduced Orai3/Orai1 
ratios have been observed in prostate cancer [64] and 
basal-like breast cancer cells [42]. However, elevated 
Orai3/Orai1 ratios have been reported in prostate can-
cer [65], as well as estrogen receptor-positive breast 
cancer [30, 42, 66] and non-basal-like breast cancer 
[42] as well. The differently directed changes in Orai 
channel expression in cancer cells are presumably 
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driven by ROS, as well as other intrinsic and extrinsic 
factors within the tumor microenvironment.

As discussed above, STIM1 and STIM2 dif-
fer in terms of their sensitivity to the calcium level 
in the stores and ability to activate Orai channels. 
Furthermore, their sequences carry different oxida-
tion-sensitive cysteine residues. STIM1 carries cyste-
ine residues at positions 49 and 56, which can form a 
disulfide bond between each other in the presence of 
ROS [67]. Since cysteine 56 resides next to the Ca2+-
binding domain of STIM1, it probably helps the pro-
tein to acquire a constitutively active form that ac-
tivates SOCE, regardless of ER calcium levels [68]. 
Interestingly, the situation is diametrically opposite 
when these cysteine residues are oxidized by reac-
tive nitrogen species. S-nitrosylation of cysteine resi-
dues C49 and C56 in STIM1 enhances the thermody-
namic stability of its calcium-binding domain, thereby 
reducing its sensitivity to calcium and suppressing 
SOCE [69].

In contrast to STIM1, the STIM2 protein carries 
ten additional cysteine residues within its cytosolic 
domain. One of these STIM2-specific cysteine resi-
dues plays a crucial role in the context of the redox 
regulation of SOCE. Oxidation of cysteine C313 inhib-
its SOCE primarily by impeding STIM2 clustering, 
without affecting the STIM2–Orai1 interplay [70].

Therefore, both STIM proteins are sensitive to 
ROS-induced oxidation but via different mechanisms: 
STIM1 is modulated by ROS in the ER lumen, where-
as STIM2 is inhibited by ROS in the cytosol.

Adaptation of store-operated calcium 
entry to oxidative stress
The mechanisms that alter the expression of SOCE 
proteins under oxidative stress have been identified. 
Simulation of 24-h oxidative stress in rat astroglio-
ma cells led to a downregulated expression of STIM2, 
Orai1, and Orai3, and it also reduced the agonist-in-
duced calcium response. However, the amplitude of 
SOCE and the degree of filling of the calcium stores 
remained virtually unchanged [71].

SOCE is highly susceptible to ROS. Sufficiently 
high ROS concentrations significantly, and nonselec-
tively, affect the fundamental mechanisms maintain-
ing cellular calcium homeostasis. In the case of adap-
tation to low ROS concentrations, the cell appears to 
have room for maneuver via the expression of differ-
ent Orai channel isoforms.

SUSCEPTIBILITY OF STORE-OPERATED 
CALCIUM ENTRY TO pH CHANGES
Compromised pH regulation is a shared character-
istic of solid tumor cells. In most cases, these cells 

have an elevated intracellular pH (7.3–7.6 vs. normal 
pH 7.2) and reduced extracellular pH (6.8–7.0 vs. nor-
mal pH 7.4) compared to nontransformed cells [72]. 
The increased glycolytic activity in solid tumor cells 
leads to higher levels of lactate, protons, and carbon-
ic acid in the extracellular environment, resulting in 
acidification of the tumor microenvironment [73]. Like 
hypoxia, acidification contributes to drug resistance 
from the tumor and immunosuppression within its 
microenvironment [74].

The effect of pH changes on the components 
of store-operated calcium entry
Fluctuations in pH levels significantly affect the func-
tioning of numerous ion channels in the cell [75]. The 
influence of changes in extracellular and intracellular 
pH on the activity of Orai isoforms has been inves-
tigated rather well. Electrophysiological studies have 
demonstrated that changes in pH modulate both the 
endogenous SOCE and SOCE in HEK293 cells ex-
pressing exogenous STIM1/2 and Orai1/2/3 proteins. 
It turns out that extracellular acidification inhibits 
SOCE, while alkalinization potentiates it. Similarly, 
intracellular acidification reduces SOCE activation, 
whereas alkalinization accelerates the SOCE activa-
tion kinetics without altering the overall current am-
plitude [76]. Detailed studies demonstrated that the 
amplitude and kinetics of Orai1-mediated current are 
strongly dependent on the intracellular pH. The de-
pendence of the current through Orai2 on intracellu-
lar pH manifests itself only as changes in amplitude. 
The Orai3 channel is totally independent of varia-
tions in intracellular pH [77]. It is most likely that in-
tra- and extracellular pH regulate the activity of Orai 
channels through different mechanisms. Extracellular 
pH appears to modulate SOCE by affecting the Orai 
channel pore, while intracellular pH can affect ag-
gregation and binding of STIM to Orai at several 
pH-sensitive sites. Thus, the H155F mutation in Orai 
noticeably reduces responsiveness to both acidic and 
alkaline intracellular pH values [78].

Since the amino acids E106, E190, and H115 are 
conserved in all three Orai isoforms, it is reasonable 
to assume that they act as common external sensors 
for acidic pH in all the Orai isoforms. Upon extra-
cellular alkalinization, the amplitude of the current 
through all Orai channels increases (for Orai2, it 
rises to a larger extent compared to Orai1 and to a 
lesser extent compared to Orai3). It is possible that 
additional mechanisms governing the sensitivity of 
these channels to elevated pH levels exist [76, 78].

Interestingly, the STIM1-independent Orai1 mutant 
exhibits a reduced sensitivity to both intracellular al-
kalinization and acidification [77]. This fact can imply 



REVIEWS

VOL. 17 № 3 (66) 2025 | ACTA NATURAE | 35

that, under conditions of changing intracellular pH, 
SOCE is regulated at the level of STIM proteins.

The effect of extracellular pH on other compo-
nents of the calcium response remains insufficient-
ly explored. The TRPC6 channel, which can be in-
volved in SOCE, is known to be inhibited in acidic pH 
[79]. Intensification of research into the pH-dependent 
functioning of the proteins involved in calcium signal-
ing can be anticipated in the coming years.

Adaptation of store-operated calcium 
entry to changes in pH 
It still remains unclear whether changes in pH af-
fect the expression of SOCE proteins in cancer cells; 
however, we know that pH has been shown to influ-
ence their clustering. Specialized clusters of SOCE 
proteins, known as calcium entry units (CEUs), are 
formed in muscle cells. The assembly of functional 
CEUs – including STIM and Orai proteins – is more 
intensive at elevated temperatures and reduced pH 
(i.e., upon intense muscle activity) [80]. Cluster as-
sembly can perfectly be an additional mechanism of 
SOCE adaptation to a changing microenvironment 
of a higher order than the STIM–Orai interplay is. 
This mechanism enables the maintenance of the ex-
tracellular calcium influx essential for muscle func-
tion during transient acidification, thus preventing 
its reduction.

Hence, Orai channels, and possibly TRPC6, impede 
calcium overload of cancer cells under acidic tumor 
microenvironment conditions, which is caused by their 
sensitivity to extracellular acidification and reduced 
conductivity at low pH values. Acidification of the 
intracellular medium is accompanied by the involve-
ment of additional mechanisms of SOCE regulation at 
the level of the interplay between the STIM and Orai 
proteins and the possibility to choose among the Orai 
isoforms.

THE EFFECT OF HYPOXIA ON 
STORE-OPERATED CALCIUM ENTRY
Hypoxia is an essential factor within the tumor mi-
croenvironment closely related to cell proliferation, 
metabolism, angiogenesis, and the immune response. 
These processes frequently contribute to tumor pro-
gression and enhance its metastatic potential, includ-
ing through the effect of hypoxia on the components 
of cellular calcium signaling [81].

The effect of hypoxia on store-operated 
calcium entry components
With respect to SOCE, hypoxic conditions contribute 
to the emptying of the ER calcium stores and eleva-
tion of the calcium concentration in the cytosol via 

two interrelated mechanisms: reduction of the cellular 
ATP level and production of low ROS levels.

Hypoxia may trigger STIM1 activation possibly by 
reducing the ATP level and pumping Ca2+ into the 
cellular store [82]. Hypoxia can also cause the deple-
tion of intracellular calcium stores via the production 
of low ROS levels, rather than the reduction of the 
ATP level [83]. Emptying of calcium stores leads to 
the activation of SOCE, which is further weakened by 
hypoxia-induced acidification. 

Hypoxia is known to cause rapid acidification of 
many cell types, including smooth muscle, cardiac, 
cancer, and neuronal cells [84, 85]. Under long-term 
hypoxia conditions, the cells of most tumor types be-
come characterized by a high glycolysis rate and in-
creased production of metabolic acids [86].

We have demonstrated the existence of a substan-
tial inhibition of the calcium response under short-
term hypoxia in MCF-7 and BT-474 BC cells char-
acterized by an elevated Orai3 level (Table 1) [36]. 
Contrariwise, an increased calcium response level un-
der short-term hypoxia is observed in MDA-MB-231 
and BT-20 cells characterized by a reduced Orai3 
level [30, 36]. Hence, the resistance of cells to calci-
um overload under hypoxic conditions is dependent 
on the Orai3 level in the overall SOCE structure. On 
the other hand, hypoxia upregulates Orai3 expression 
[42]. Based on the aforementioned data, a conclusion 
can be drawn that expression of Orai proteins under 
long-term hypoxia in BC cells can be altered, with the 
Orai3 level increasing.

Adaptation of store-operated 
calcium entry to hypoxia
The Orai3 expression is upregulated under hypox-
ic conditions in many cancer cells: HCC1569, MDA-
MB-231, MCF-7, and PMC42LA breast cancer cells, 
HT29 colon cancer cells, and Du145 prostate cancer 
cells. Furthermore, it has been demonstrated for the 
BC cell lines that changes in the expression levels of 
Orai3 are a response to long-term hypoxic conditions 
rather than the reason for the fluctuations in intracel-
lular signaling [42].

The TRPC1 channel is another potential partici-
pant in the response to hypoxia in cancer cells [11]. 
TRPC1 expression is upregulated under hypoxic con-
ditions in MDA-MB-231, MDA-MB-468, and HCC1569 
breast cancer cell lines, but the expression levels of 
the homologous protein TRPC3 remain substantially 
unaltered [35]. Interestingly, suppression of TRPC1 
expression in MDA-MB-231 and MDA-MB-468 cells 
increases the SOCE amplitude. This fact indirectly 
indicates that upregulated TRPC1 expression reduces 
the SOCE amplitude [35, 87]. In this case, similar to 



36 | ACTA NATURAE | VOL. 17 № 3 (66) 2025

REVIEWS

the Orai3 channel, the TRPC1 channel is involved in 
the cellular defense mechanism under hypoxic condi-
tions.

Hence, the synergistic effect of several factors 
causing intracellular calcium imbalance, including 
acidification and ROS production, is witnessed under 
hypoxic conditions. The TRPC1 and Orai3 channels 
can confront these detrimental factors to a certain 
extent.

CONCLUSIONS
Calcium plays an important role in oncogenesis pro-
cesses due to its signaling function, as well as by 
ensuring the functioning of mitochondria [38, 39]. 
Various calcium signaling mechanisms are involved 
in the adaptation of cancer cells to the complex land-
scape of the tumor microenvironment (Fig. 4).

At an increasing ROS concentration, Orai3 ensures 
the functioning of SOCE, while inhibition of STIM2 
prevents calcium overload in the cell. At acidic inter-
cellular and intracellular pH values, conductivity of all 
the Orai channels suffers, except for Orai3, which is 
independent of the intracellular pH.

Along with the properties of SOCE proteins per se, 
their expression is also altered in response to stress 
conditions. Expression of the STIM2, Orai1, and Orai3 
proteins is downregulated under oxidative stress; hy-
poxia upregulates the expression of the TRPC1 and 

Orai3 proteins. The reason behind the changes in the 
expression levels of channels is individual in each 
particular case (adaptation or a sequela of carcino-
genesis); however, these alterations normalize the cur-
rent tumor microenvironment rather than destabilize 
calcium signaling in the tumor. Therefore, the lower 
adaptative potential for cancer cells enhances the ef-
fectiveness of antitumor therapy and exerts an inde-
pendent curative effect.

Many SOCE components are viewed as targets for 
antitumor therapy [26, 88]. There are certain chal-
lenges related to the narrow choice of selective SOCE 
modulators. Currently, the number of potential targets 
substantially surpasses the number of available mod-
ulators. Unfortunately, there are no selective modula-
tors for most proteins involved in SOCE. For example, 
the Orai3 channel plays a crucial role in the adapta-
tion of cancer cells to changes in microenvironmen-
tal pH, hypoxia, and an elevated ROS level. However, 
selective modulators for this channel remain to be 
identified. Meanwhile, both of the activators of this 
channel, which would lead to calcium overload in can-
cer cells characterized by upregulated Orai3 expres-
sion, and inhibitors that disrupt the overall calcium 
homeostasis in these cells, are of interest for thera-
peutic purposes. The existing selective SOCE inhibi-
tors target the main calcium entry pathway through 
STIM1–Orai1 proteins, making these inhibitors highly 

Fig. 4. A schematic 
showing the effects 
of tumor microenvi-
ronment components 
on the store-operated 
calcium entry. The ap-
proximate concentra-
tions of calcium in the 
cell, ER, and the extra-
cellular matrix are spec-
ified. The major SOCE 
proteins are shown in 
black; the green and 
red colors denote the 
activating and inhibitory 
effects of the respective 
microenvironmental 
factors
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toxic to the body [89]. They can be used only provid-
ed that the targeted delivery problem is solved; oth-
erwise, the systemic harm from their administration 
outweighs the potential therapeutic benefit. The situa-
tion is somewhat better in the therapy of autoimmune 
diseases, where Auxora (also known as CM4620), a 
selective Orai1 inhibitor, exhibits a therapeutic ef-
fect, although this is accompanied by severe side ef-
fects [90]. Minor SOCE components, such as the pro-
teins STIM2, TRPC1, and numerous adapter proteins 
(SARAF, α-SNAP, STIMATE, Junctate, IRE1, etc.), 
should be selected as targets to reduce the chances of 
systemic toxic effects on the body [23]. Previously, we 
have identified a modulator of the STIM2-dependent 
signaling pathway: the low-molecular-weight com-

pound 4-MPTC that exerts an inhibitory effect on 
SOCE via the STIM2-dependent calcium entry path-
way but does not suppress calcium entry through the 
STIM1-dependent pathway. The target of this com-
pound is still to be identified [91].

A larger number of available selective modulators 
would enable fine-tuning of SOCE, enhance therapeu-
tic versatility, reduce the adverse effects of therapy, 
and facilitate the transition toward personalized medi-
cine. 
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ABSTRACT Widespread environmental contamination with polychlorinated biphenyls (PCBs) leads to serious 
health problems for humans and animals. Our main focus should be on studying the negative effects of ex-
posure to medium- and highly chlorinated PCBs in the human body. There is limited information on the im-
pact of low-chlorinated biphenyls containing 1–2 substituents per molecule on the functions of mammalian 
organs and systems. Under natural conditions, PCBs can undergo bacterial degradation; the resulting com-
pounds belong to a group of secondary pollutants and are considered hazardous to the environment. Because 
of limited research, the question regarding the impact of mono-substituted chlorobiphenyl congeners, as well 
as the products of their biotransformation, remains open. In the presented work, the effects of ortho- and me-
ta-substituted monochlorinated biphenyls on the functions of immune system cells and the morphofunctional 
state of the liver of mammals in vivo are revealed for the first time. PCB 1 and PCB 2 were found to sup-
press humoral immunity and induce a productive inflammatory response, as well as widespread protein dys-
trophy with necrotic foci in the liver. The products of a aerobic bacterial transformation of PCB 1 and PCB 2 
were shown to not have a negative effect on the mammalian immune system but proved toxic to hepatocytes, 
although to a lesser extent than the original chlorobiphenyls.
KEYWORDS monochlorinated biphenyls, humoral immunity, hepatocytes, biodegradation, leukocytes.
ABBREVIATIONS PCBs – polychlorinated biphenyls; PCB 1 – ortho-monochlorobiphenyl; PCB 2 – meta-mon-
ochlorobiphenyl; PFCs – plaque-forming cells; GC-MS – gas chromatography–mass spectrometry; HPLC – 
high-performance liquid chromatography.
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INTRODUCTION
One of the pressing issues of our time is the impact 
of polychlorinated biphenyls (PCBs) and their deriva-
tives, formed in the environment under the influence 
of natural factors, on the human and animal organ-
isms. Even though the Stockholm Convention prohib-
its the production and use of PCBs,  they continue 
to remain in the environment and to pose a direct 
threat to public health [1]. The PCB group consists of 
209 compounds that are different in their number of 
substituents and positions in the molecule. PCBs en-
ter the human body via accumulation in food chains 
[2]. PCBs lead to disruption in the development of an-
imal fetuses, are one of the causes of diabetes, cause 
diseases of the skin and nervous system, and provoke 

the emergence of cancers and genetic disorders [3, 4]. 
The negative effect of individual medium- and high-
ly chlorinated PCB congeners containing more than 
three substituents per molecule, as well as commercial 
mixtures, on immunity has been demonstrated [5–7]. 
However, the question of the impact of low-chlorin-
ated biphenyls on animal and human health remains 
open.

The main path to preventing the insertion of PCBs 
into food chains is by biodegrading them in the envi-
ronment via the activity of the enzymatic systems of 
aerobic bacteria. This results in the formation of hy-
droxylated chlorobiphenyl derivatives and chloroben-
zoic acids, which can also have negative effects when 
ingested by mammals [8]. 
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In this work, the effects of ortho- and meta-substi-
tuted monochlorinated biphenyls and the products of 
their bacterial degradation on the parameters of adap-
tive immunity and the morphofunctional state of the 
mouse liver were investigated for the first time in vivo. 

EXPERIMENTAL PART
White Swiss mice of either sex weighing 18–23 g 
were used in this study. The animals were kept un-
der vivarium conditions with a 12-h lighting cycle, 
twice-daily feeding with natural feed in an amount 
corresponding to daily norms, with unlimited access 
to water. Experiments were conducted in accordance 
with the recommendations and ethical standards spec-
ified in the European Convention for the Protection of 
Vertebrate Animals Used for Experimental and Other 
Scientific Purposes. Permission No. IRB00010009 was 
obtained from the Local Ethics Committee of the 
Institute of Ecology and Genetics of Microorganisms, 
UB RAS (Perm, Russian Federation) (Protocol No. 29 
dated October 8, 2024).

Ortho-monochlorobiphenyl (PCB 1) and meta-
monochlorobiphenyl (PCB 2) were administered to 
mice orally, in corn oil, sequentially, every other day, 
at a dosage of 100 mg/kg. This dosage choice is based 
on literature sources [9]. The biodegradation products 
of PCB 1 and PCB 2 were administered to mice orally 
as an aqueous solution, every other day, at a dosage 
corresponding to 100 mg/kg of the initial substrate. 
The control groups were given corn oil and a miner-
al culture medium free of bacterial cells; each group 
contained 7–11 individuals.

The duration of the experiment was 25 days. 
Humoral immunity was induced on day 19 of the ex-
periment by immunization with sheep red blood cells 
into the abdominal cavity, at a concentration of 108 cells 
in 200 μL of physiological saline. Induction of delayed-
type hypersensitivity (DTH) reaction was achieved on 
day 24 of the experiment by inserting a resolving dose 
of sheep red blood cells under the skin of the left foot 
and an identical volume of a 0.9% NaCl solution under 
the skin of the right foot. On day 25, the animals were 
relieved from the experiment by decapitation under 
ether anesthesia. The humoral immune response was 
assessed according to the number of plaque-forming 
cells using localized hemolysis in a gel (Jerne plaque 
assay). The severity of the DTH reaction was assessed 
by measuring paw edema using the mass index, which 
was calculated using the following formula: 

(Rexp – Rc)/Rc × 100%,

where Rexp is the mass of the limb under experiment 
and Rc is the mass of the control limb.

Liver tissues were fixed in 10% neutral formalin in 
a phosphate buffer (pH 7.2), followed by embedding 
in Histomix paraffin. Histological specimens were pre-
pared using standard histological methods. To assess 
the overall morphological picture in the experiment, 
sections were stained with hematoxylin and eosin. 
Evaluation and photographing were performed using 
an Olympus microscope (Japan) with the Imeg pro+ 
software package (free version).

The biodegradation products of PCB 1 and PCB 
2 were obtained in experiments with washed cells 
of the aerobic strain Rhodococcus sp. FG1 (VKM 
Ac-3030), according to the procedure described in ref. 
[11]. Cultivation lasted 24 h. Quantitative analysis of 
chlorobiphenyls and their hydroxy derivatives was 
performed under GC-MS conditions [11]. The con-
tent of substances in each test sample was calculated 
using the internal normalization method. Qualitative 
analysis was performed using the NIST17 database. 
The contents of benzoic and chlorobenzoic acid were 
determined by HPLC in a culture medium freed from 
bacterial cells by centrifugation (9,660 g, 3 min, mini-
Spin centrifuge (Eppendorf, Germany)) according to 
ref. [10].

Statistical analysis of the results was performed 
using the unpaired Student’s t-test in Microsoft Excel. 
The data in the tables are presented as a mean and 
standard error (M ± m).

RESULTS AND DISCUSSION
As previously reported, medium- and high-chlorin-
ated biphenyls have a suppressive effect on both hu-
moral and cell-mediated immunity in vertebrates 
[5–7]. The present study demonstrated in an in vivo 
experiment that PCB 1 and PCB 2 significantly re-
duced the number of plaque-forming cells (PFCs) in 
the spleen, both in terms of relative and absolute val-
ues. However, these compounds did not have a signif-
icant effect on delayed-type hypersensitivity (DTH) 
(Table 1).

Hence, administration of PCB 1 and PCB 2 resulted 
in the suppression of humoral immunity, while not af-
fecting cell-mediated immunity parameters.

It was discovered that, after microbial transforma-
tion, the products of PCB 1 and PCB 2 had no statisti-
cally significant effect on the number of plaque-form-
ing cells in the spleen or on the intensity of the DTH 
response compared to the control animals that were 
receiving a mineral medium (Cs) used for cultivation 
of the microorganisms utilized for pollutant degrada-
tion (Table 2).

The GC-MS and HPLC data, as well the data in the 
NIST17 and KEGG databases (http://kegg.jp), appear 
to suggest that the strain Rhodococcus sp. FG1 de-
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Fig. 1. The scheme of PCB 2 oxidation by the enzymatic 
system of the strain Rhodococcus sp. FG1 and the main 
degradation products: (A) the metabolic pathway begins 
with oxidation of 2 and 3 carbon atoms in the unsubsti-
tuted ring of the biphenyl molecule; (B) the metabolic 
pathway begins with oxidation of 2 and 3 carbon atoms in 
the substituted ring of the biphenyl molecule

Fig. 2. The structure of the liver of the mice in the control 
groups ((A) corn oil; (D) bacterial culture medium), under 
the influence of PCB 1 (B), PCB 2 (C), PCB 1 biodegrada-
tion products (E), and PCB 2 biodegradation products (F) 
by the strain Rhodococcus sp. FG1. Magnification: ×400. 
Hematoxylin and eosin staining
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Table 1. The effect of ortho-monochlorobiphenyl (PCB 1) 
and meta-monochlorobiphenyl (PCB 2) on the number of 
PFCs in the spleen and the intensity of the DTH response

Substance lgPFC/million lgPFC/organ DTH index, 
%

Corn oil (Cm) 2.25 ± 0.11 4.66 ± 0.09 20.06 ± 1.78

PCB 1 1.70 ± 0.19* 4.11 ± 0.20* 21.73 ± 2.37

PCB 2 1.69 ± 0.22* 4.07 ± 0.22* 25.59 ± 3.62

Note: *p ≤ 0.05 vs. control.

Table 2. The Effect of biodegradation products of ortho-
monochlorobiphenyl (PCB 1) and meta-monochlorobiphe-
nyl (PCB 2) on the number of PFCs in the spleen and the 
intensity of the DTH response

Substance lgPFC/million lgPFC/organ DTH index, 
%

Mineral  
medium (Cs) 2.04 ± 0.15 4.29 ± 0.19 30.97 ± 4.56

PCB 1  
biodegradation 

products
2.00 ± 0.07 4.48 ± 0.11 24.63 ± 5.38

PCB 2  
biodegradation 

products
2.02 ± 0.17 4.43 ± 0.19 19.59 ± 2.68

grades PCB 1 through the classical aerobic oxidative 
pathway, giving rise to 2-chlorobenzoic acid as the 
main compound. PCB 2 degradation results in the for-
mation of two congeners of hydroxylated chlorobiphe-
nyl derivatives, as well as benzoic and 3-chlorobenzoic 
acids (Fig. 1). However, in contrast to the 2,4,4’-trichlo-
robiphenyl metabolites [8], they do not exert a nega-
tive effect on the immune system of mice.

Histological examination of the liver revealed that 
the control groups presented a standard organ struc-
ture, with all the structures showing signs of function-
al activity (Fig. 2A,D). Oral administration of PCB 1 
and PCB 2, as compared to the control group, resulted 
in a significant increase in the number of binucleated 
hepatocytes, as well as in that of cells with nuclei of 
different sizes, small foci of hepatocyte necrosis, and in 
a pronounced productive inflammatory reaction with 
signs of widespread protein dystrophy (Fig. 2B,C). 
According to ref. [11], the reaction severity was esti-
mated at 3 points. Lugewig and Robertson [12] have 
noted that intraperitoneal administration of low-chlo-
rinated biphenyls results in extensive cellular changes 
in liver tissues, while they found no dependence be-
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tween the administered PCB congener and the sever-
ity of the resulting effect. Signs of moderate protein 
dystrophy of hepatocytes, moderate anisokaryosis, an 
increased number of binucleated hepatocytes in the 
central regions of the hepatic lobules, and a moderate-
ly productive inflammatory reaction were all observed 
in the liver of the animals that received bacterial deg-
radation products of PCB 1 and PCB 2, (Fig. 2E,F). 
According to ref. [11], the reaction severity was esti-
mated at 1.5 points. In light of all this, it appears safe 
to assume that the hydroxy derivatives of PCB 1 and 
PCB 2, and (chloro)benzoic acids, are less toxic to he-
patocytes than the parent monochlorobiphenyls.

CONCLUSION
This study has revealed for the first time that ortho- 
and meta-monochlorinated biphenyls suppress hu-
moral immunity and cause a productive inflammatory 
reaction in the liver, accompanied by signs of cellular 
dystrophy with necrotic foci. The products of bacte-
rial degradation of the chlorobiphenyls under consid-
eration do not exhibit an immunosuppressive effect; 
however, they continue to have a toxic effect on liver 
cells, albeit to a lesser extent. 

This work was supported by the Russian Science 
Foundation (grant No. 24-24-00498).
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ABSTRACT MicroRNAs are endogenous, small non-coding RNAs that regulate gene expression at the 
post-transcriptional level by cleaving target mRNAs. Mature microRNAs are products of the processing of 
their primary transcripts (pri-miRNAs). Now, it has been discovered that the products of the translation of 
some plant pri-miRNAs are peptide molecules (miPEP). These peptides have the capacity to physically in-
teract with their open reading frames (ORFs) in the transcribed pri-miRNAs and, thus, positively regulate 
the accumulation of these RNAs and the corresponding mature microRNAs. Most conserved microRNAs play 
an important role in plants development and their response to stress. In this work, we obtained transgenic 
Physcomitrium patens moss plants containing Brassica oleracea miPEP156a ORF in the genome under the 
control of a strong 35S cauliflower mosaic virus promoter and analyzed the effect of the exogenous peptide 
on the transcription of this ORF in the protonemata of two transgenic moss lines. It turned out that the 
chemically synthesized peptide miPEP156a increases the accumulation of its own mRNA during moss cul-
ture growth, as was previously shown in studies by foreign researchers and in our own work for a num-
ber of peptides in monocotyledonous and dicotyledonous plants. These findings confirm that pri-miRNA re-
gions that are located outside the coding region of the peptide are not required for transcriptional activation. 
Moreover, we have also succeeded in showing that the presence of a specific promoter of the microRNA gene 
does not affect the phenomenon of transcription activation; this phenomenon per se is not species-specific 
and is observed in transgenic plants, regardless of the origin of the miPEP.
KEYWORDS microRNA, peptides, miPEP, pri-miRNA, transgenic plants, PCR analysis.
ABBREVIATIONS pri-miRNA – primary transcripts of microRNA genes; miPEP – peptide encoded by primary 
transcript of microRNA genes; OTF – open translation frame; PCR – polymerase chain reaction.

INTRODUCTION
MicroRNA genes are known to be transcribed in the 
form of large primary transcripts (pri-miRNA) and to 
become mature miRNAs only after several maturation 
stages [1]. Like any protein-coding gene, microRNA 
genes are transcribed by RNA polymerase II, yield-
ing the primary transcript pri-miRNA, which consists 
of several hundreds or thousands of nucleotides. The 
internal domain of this primary transcript contains a 
characteristic hairpin structure consisting of a par-
tially double-stranded microRNA sequence which is 
cleaved into its mature form under the action of the 
DCL1 protein encoded by the Dicer gene [1]. First, 
this enzyme cleaves the 5’- and 3’ terminal regions of 
the primary transcript to convert the transcript into a 

hairpin-like miRNA precursor (pre-miRNA) and, then, 
cleaves pre-miRNA to release the miRNA-miRNA* 
duplex. This duplex is then translocated into the cy-
toplasm, where one of the strands (corresponding 
to microRNA) is incorporated into the ribonucleop-
rotein particle formed by Argonaute nuclease, giv-
ing rise to the RISC complex, which further ensures 
microRNA-mediated gene silencing [1].

Ten years ago, a number of pri-miRNAs were 
found to contain small open reading frames which 
can encode regulatory peptides known as microRNA-
encoded peptides (miPEPs) [2]. In plants, miPEPs po-
tentiate the transcription and accumulation of the 
respective pri-miRNA, being an example of positive 
feedback. This enhances the accumulation of mature 
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microRNAs and suppression of the target genes for 
microRNAs [3, 4]. Overexpression of miPEP in the 
treatment of leaves and roots with chemically syn-
thesized exogenic peptides may significantly alter the 
development of roots, as well as enhance anthocyanin 
accumulation and resistance to biotic and abiotic stress 
[4–7]. Importantly, a number of these phenomena can 
be successfully used to improve the commercially sig-
nificant properties of plants [4, 5, 7, 8].

Previously, we employed the bioinformatic ap-
proach to perform a comparative analysis of ORF se-
quences within pri-miRNA genes in plant genomes 
and identified a novel group of miPEPs (miPEP156a 
peptides) encoded by pri-miR156a across several doz-
en species belonging to the Brassicaceae family [9]. 
Chemically synthesized exogenous miPEP156a pep-
tides can efficiently penetrate plant seedlings through 
their root system and systemically migrate to leaves. 
The peptides exhibit an explicit morphological effect 
that accelerates primary root growth. Simultaneously, 
miPEP156a peptides upregulate the expression of their 
own pri-miR156a [9]. Importantly, this peptide is able 
to rapidly enter the cell nucleus and bind to chromatin. 
In this study, we have identified the general properties 
of the secondary miPEP156a structure and detected its 
alterations that are induced by the formation of a pep-
tide complex with nucleic acids [9].

It has been proved recently that the Mt-miPEP171b 
peptide expressed in legumes interacts with tran-
scribed (mostly incomplete) pri-miR171b molecules 
within the complex with the chromosomal DNA tem-
plate strand. A hypothesis has been put forward that 
this is a novel type of protein–RNA binding that is 
entirely dependent on the presence of a specific lin-
ear codon set in the template encoding this miPEP, 
and that these peptides can perform specific regula-
tory functions only with respect to their pri-miRNAs 
[10]. Based on the features of the interaction between 
miPEPs and their pri-miRNA, the following sequence 
for the activation of pri-miRNA transcription by en-
coded peptides has been proposed: (1) in the cytoplasm, 
miPEP is translated from full-length pri-miRNA or its 
fragment comprising the ORF encoding the miPEP; 
(2) this peptide then migrates to the nucleus, where it 
binds to the synthesized pri-miRNA within its coding 
sequence; and (3) this interaction boosts microRNA ac-
cumulation at the transcriptional level [4, 10]. Existing 
experimental evidence precludes drawing any conclu-
sion as to whether miPEP binds to the ribonucleotide 
strands of pri-miRNA (or RNA, forming an RNP) or to 
RNA–DNA hybrids. Clearly, it cannot be ruled out that 
miPEPs can interact not only with RNA, but also, as 
demonstrated previously [3], with DNA (and/or chro-
matin) in microRNA gene regions. Hence, miPEPs can 

regulate the activity of RNA polymerase II and/or the 
mediator complex during the transcription initiation 
and/or elongation stage [8].

Our study, employing the model of miPEP156a ex-
pressed in cabbage (Brassica oleracea), aimed to elu-
cidate the following: (1) the significance of the pri-
miRNA regions outside the peptide-coding domain 
for transcriptional activation; (2) the role of the spe-
cific microRNA gene promoter in the transcription-
al activation phenomenon; and (3) whether the tran-
scriptional activation phenomenon is species-specific: 
i.e., whether the miPEP peptide from one plant spe-
cies can function in other taxonomically distant spe-
cies. For this purpose, we engineered transgenic moss 
(Physcomitrium patens) plants harboring the ORF for 
broccoli miPEP156a in their genome, under the con-
trol of the strong cauliflower mosaic virus (CaMV) 
35S promoter, and analyzed the effect of the exoge-
nous peptide on the transcription of this ORF in moss 
protonemata.

EXPERIMENTAL PART
The coding region of the miPEP156a ORF, including 
the initiation and termination codons, was amplified 
by polymerase chain reaction (PCR) using the chro-
mosomal DNA from B. oleracea as a template. A pair 
of DNA primers was used for this purpose: mir156r 
(5’-CTTTCTTTATGGCTCTTGTCGCTT) and mir156f 
(5’-AAATGTTCTGTTCAATTCAATGC) [9]. The result-
ing amplification product was cloned into the pPLV27 
vector using ligation-independent cloning (LIC) [11]. 
Following cloning, the pPLV27-miPEP156a plasmid 
(Fig. 1) was propagated in Escherichia coli cells, pu-
rified using the Qiagen Plasmid Maxi Kit (Qiagen, 
Germany), and sequenced.

To engineer transgenes, protonemata of the P. pat-
ens moss (Gransden 2004 strain) were cultivated on 
9-cm Petri dishes containing a solid Knop medium 
supplemented with 1.5% agar (Helicon, Russia) and 
500 mg/L ammonium tartrate (Helicon) under white 
light illumination from fluorescent lamps (MLR-352H 
Sanyo Plant Growth Incubator, Panasonic, Japan), 
with a photon flux density of 61 μmol/m2 under a 
16-h photoperiod at 24°C and 50% relative humid-
ity. Protoplasts were isolated from five-day-old pro-
tonemal tissue. The protonemata were collected from 
the agar surface using a spatula, gently pressed, and 
placed into a 0.5% Driselase solution (Sigma-Aldrich, 
USA) in 0.48 M mannitol for 45 min under continuous 
rocking in the dark. The resulting suspension was fil-
tered through a 100-μm metal sieve. The protoplasts 
were pelleted in 50-mL plastic tubes by 5-min cen-
trifugation at 150 g and washed twice with 0.48 M 
mannitol, followed by centrifugation under identi-
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cal conditions. After removing the supernatant, the 
protoplasts were transformed according to the PEG-
mediated transformation protocol in [11]. The proto-
plasts (1.5  × 106/mL) were resuspended in a MMg 
solution (0.48 M mannitol, 15 mM MgCl2, 0.1% MES, 
pH 5.6) and incubated for 20 min. Next, 10 μg of the 
pPLV27-miPEP156a plasmid (Fig. 1) and 33% PEG so-
lution were added, followed by an additional 30 min 
of incubation. After washing, the protoplasts were 
plated in top agar in Petri dishes containing a film-
coated solid medium. The plates were kept in the 
dark for 24 h and then transferred to standard culti-
vation conditions to allow protoplast regeneration.

To select the clones carrying the target gene in-
sertion, the regenerated protoplasts were cultivated 
on a selective medium containing hygromycin. Five 
stable transgenic lines of P. patens moss were identi-
fied: 2450, 2451, 2453, 2456, and 2483. Total DNA was 
extracted from the plant tissues of these lines us-
ing a DNeasy Plant Kit according to the manufactur-
er’s protocol (Qiagen). The PCR analysis shows that 
specific reaction products carrying a 700-bp miR156a 
ORF insertion, obtained using the primers p35Sf 
(5’-AACAAAGGATAATTTCGGGAAAC) and tNOSr 

(5’-TCGCGTATTAAATGTATAATTGC) complemen-
tary to the pPLV27 plasmid regions carrying the 35S 
promoter and transcription terminator, respectively 
(Fig. 1), formed only in lines 2450 and 2483 (Fig. 2). 
Insertion specificity was confirmed by sequencing 
the PCR products. Interestingly, the colonies of these 
moss lines were characterized by substantially dif-
ferent growth rates. Whereas the growth rate of line 
2483 was similar to that of wild-type plants, slow-
er colony development was observed for line 2450. 
Therefore, it is important to mention that transgenic 
P. patens plants overexpressing a number of endog-
enous peptides also tend to exhibit a reduced colony 
growth rate [11].

To investigate the effect of the miPEP156a peptide 
on mRNA expression in transgenic plants by quanti-
tative PCR, protonemata of lines P. patens 2450 and 
2483 were cultured in 100 mL of a liquid Knop medi-
um supplemented with 500 mg/L ammonium tartrate 
(Helicon, Russia) on rocking shakers under white light 
illumination from fluorescent lamps in a Sanyo Plant 
Growth Incubator MLR-352H (Panasonic, Japan), with 
a photosynthetic photon flux density of 61 μmol/m2, 
under a 16-h photoperiod at 24°C and 50% relative 

Fig. 1. Scheme of plas-
mid pPLV27-miPEP156a 
bearing the coding 
region of miPEP156a 
(shown with a violet 
arrow) for expression in 
transgenic plants
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Fig. 3. PCR for measuring the expression level for mRNA of miPEP156a in the transgenic moss P. patens lines. (A) line 
2450 and (B) line 2483. RNA was isolated from five independent moss cultures for each line. The figure shows the 
average statistical values as a bar chart and standard deviations. The statistical significance of the differences in the 
sum of values in the control experiments (without incubation with the peptide) and experimental experiments (with 
miPEP156a peptide added) was p < 0.05 for these two samples according to the Student’s t test (GraphPad Prism 7.0, 
https://graphpad_prism.software.informer.com/7.0/)

Fig. 2. Results of PCR for detection of the 
desired inserts in the selected hygromy-
cin-resistant lines of P. patens (lines 2450, 
2451, 2483, 2456, and 2453). Genomic 
DNA from the non-transformed moss line 
(WT) was used as the control. (A) – control 
PCR for reference moss gene EF1-alpha 
(translation elongation factor 1a).  
Lane 1 – DNA size markers; 2 – WT;  
3 – line 2450; 4 – line 2452; 5 – line 2483; 6 
– line 2456; and 7 – line 2453. (B) – PCR of 
moss genomic DNA with the primers p35Sf 
and tNOSr. Lanes are arranged identically 
to panel (A). (C) – second PCR experi-
ment with slow-growing moss line 2450. 
Lane 1 – DNA size markers; 2 – line 2550; 
and 3 – DNA of plasmid pPLV27-miPEP156a

А

B

C

humidity. For the analysis, seven-day-old protone-
mata were treated with an aqueous solution of the 
peptide (5 μg/mL) in a final volume of 50 mL. The 
samples were incubated overnight. Next, the protone-
mal filaments were separated from the medium, blot-
ted using filter paper to remove excess moisture, and 
flash-frozen in liquid nitrogen. Total RNA was ex-
tracted from the frozen tissues using the TRIzol™ re-
agent (Invitrogen, USA) according to the manufactur-
er’s protocol. After concentration quantification, 2 μg 
of RNA was treated with DNase I (Thermo Fisher 
Scientific, USA). Reverse transcription with a random 
hexamer primer using a Mini kit (Eurogen, Russia) 

was then performed. The resulting cDNA was added 
to the qPCR reaction mixture using the reagents and 
protocols provided by the manufacturer (Eurogen). 
Quantitative PCR was carried out using the pre-
mixed qPCRmix HS (Eurogen) on a DTprime amplifi-
cation system (DNA-Technology, Russia). The reaction 
mixture (25 μL) contained 10 pmol of each primer and 
1× Eva Green intercalating dye. The following ampli-
fication program was used: 95°C – 5 min; 95°C – 15 s, 
60°C – 15 s*; 72°C – 15 s; 45 cycles (* – fluorescence 
detection in the FAM channel). After data processing, 
the Cq values were used to calculate normalized ex-
pression using the QGene software [12] (Fig. 3).
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RESULTS AND DISCUSSION
Quantitative PCR (Fig. 3) revealed that treatment of 
the moss culture with chemically synthesized exoge-
nous peptide miPEP156a in the nutrient solution en-
hanced the accumulation level of its own mRNA in 
the transgenic moss culture. In line 2483, accumu-
lation of the RNA template for the miPEP156a pep-
tide increased by ~ 60%. This effect was even more 
pronounced for line 2450: accumulation of the RNA 
template for the cabbage peptide increased by 240%, 
exceeding the effect observed for treated cabbage 
seedlings [9]. 

In this study, we generated transgenic moss 
P. patens plants harboring the ORF for brocco-
li miPEP156a in their genome under the control of 
the strong Cauliflower Mosaic Virus 35S promoter 
and analyzed the effect of the exogenous peptide on 
the transcription of this ORF in the protonemata of 
two transgenic moss lines. The chemically synthe-
sized exogenous miPEP156a peptide was found to 
enhance the accumulation of its own mRNA in the 

moss culture, as was demonstrated previously for a 
range of peptides in monocotyledonous and dicotyle-
donous plants [3–5]. Our findings here indicate that 
pri-miRNA regions outside the peptide-coding do-
main are not required for transcriptional activation. 
Furthermore, the specific microRNA gene promoter 
is not involved in the transcriptional activation phe-
nomenon, and activation per se is not species-specific. 
In other words, the miPEP156a peptide expressed in 
Brassica plants can function in other taxonomically 
distant plant species such as moss. Hence, our find-
ings are consistent with the proposed mechanism of 
miPEP action, where the peptide binds to its own 
transcribed pri-miRNA template, thereby activating 
the synthesis of these RNAs [10]. 
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ABSTRACT The hippocampus is a key component of the brain that is associated with the formation of long-
term memory, the energy metabolism of neurons playing a pivotal role in its mechanisms. The P2X3 recep-
tor in the hippocampus is considered an attractive target when searching for novel biologically active sub-
stances that could work to reduce anxiety, epileptic conditions, and improve cognitive functions. In this work, 
the intensity of mitochondrial respiration, the glycolytic capacity, and the energy phenotype of hippocampal 
neurons were studied in p2rx3 knockout mice. The p2rx3 knockout mice were engineered by genome edit-
ing using the CRISPR/Cas9 system. The primary mixed culture of hippocampal neurons was derived from 
two-day-old newborn mice with the p2rx3-/- and p2rx3+/- genotypes. Mitochondrial respiration was measured 
on a Seahorse Bioscience HS mini Cell Metabolism Analyzer (Agilent, USA) using the appropriate kits for 
the Mitostress test, glycotest, and energy phenotype assessment test. The transgenic mice with the p2rx3-/- 
genotype were characterized by an aerobic type of mitochondrial respiration, an increase in ATP production 
by 84.4% (p < 0.05), an increase in maximum respiration by 72.3% (p < 0.05), and a 36% (p < 0.05) increase in 
the respiratory reserve. Meanwhile, the spare respiratory capacity of mitochondria, the rate of glycolysis, and 
the glycolytic capacity in these mice were reduced by 36.6, 75.7 and 78.6% (p < 0.05), respectively. Our find-
ings indicate that mitochondria work at close to maximum energy capacity. The p2rx3 knockout animals are 
a unique model for the search for pharmacological targets that can help correct the energy metabolism of 
brain cells and eliminate cognitive dysfunctions.
KEYWORDS p2rx3 gene, hippocampus, primary mixed neuronal culture, mitochondrial respiration.
ABBREVIATIONS ROS – reactive oxygen species; CNS – central nervous system; EDTA – ethylenediamine-
tetraacetic acid; AMPA – alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid; ATP – adenosine 
triphosphate; CAMK II – calcium calmodulin-dependent protein kinase; CRISPR/Cas9 – clustered regularly 
interspaced short palindromic repeats; ECAR – extracellular acidification rate; FCCP – carbonyl cyanide-4 
(trifluoromethoxy) phenylhydrazone; NMDA – ionotropic glutamate receptor selectively binding N-methyl-
D-aspartate; OCR – oxygen consumption rate; PBS – phosphate buffered saline; P2X3KO – mice lacking the 
P2X3 receptor.

INTRODUCTION
Energy metabolism of hippocampal neurons is close-
ly related to cognitive functions, memory, and learn-
ing processes [1]. The mechanisms of synaptic sig-
nal transmission in the hippocampus involve the ATP 
molecule and purine receptors [2]. The functional at-
tribute of the P2X receptor family is to generate in-
tracellular Ca2+ signals when the membrane poten-
tial is close to its physiological resting level [3]. The 
P2X3 receptor in the hippocampus is an attractive 

target for the study of anxiety and motivation pro-
cesses [4], as well as that of the pathogenesis of epi-
leptic states [5]. Abnormalities in hippocampal synap-
tic plasticity, as well as impaired long-term depression 
in the CA1 and CA3 synapses and the dentate gyrus 
of the hippocampus, were observed in mice lacking 
the P2X3 receptor (P2X3KO). Yet P2X3KO mice still 
performed adequately on spatial learning tests in a 
water maze, suggesting that knocking out the p2rx3 
gene improved learning. In addition, P2X3KO mice 
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performed better in a task that involved visually lo-
cating and swimming to a platform compared to wild-
type mice [5]. Despite the numerous studies that have 
been devoted to various aspects of how the P2X3 re-
ceptor functions [6], the question of the relationship 
between the receptor and mitochondrial function that 
determines the activity of cellular metabolism, calci-
um homeostasis, and, as a consequence, the regulation 
of the synaptic plasticity of the hippocampus in the 
central nervous system remains poorly studied. Our 
study focuses on the intensity of mitochondrial res-
piration and glycolytic capacity. It also assesses the 
energy phenotype of hippocampal neurons in p2rx3 
knockout mice.

EXPERIMENTAL PART

Work with laboratory animals
The animals were kept in a conventional vivarium of 
the Belgorod State National Research University, with 
artificially regulated daylight hours (12 h dark and 
12 h light), under a temperature regime of 22–26°C. 
They had free access to food and water. The work 
was guided by the ethical principles that regulate the 
handling of laboratory animals in accordance with the 

European Convention for the Protection of Vertebrate 
Animals Used for Experimental and other Scientific 
Purposes (ETS No. 170). All painful manipulations 
with the animals were performed in accordance 
with regulatory standards: Directive 2010/63/EU of 
the European Parliament and of the Council of the 
European Union of September 22, 2010 on the protec-
tion of animals used for scientific purposes and ap-
proved by the Committee for the Control of the Care 
and Use of Laboratory Animals of Belgorod National 
Research University (expert opinion No. 01i/23 dated 
January 23, 2023).

The animals with an edited genome were obtained 
by microinjection of the genetic construct into the 
pronucleus of the donor mouse zygote, followed by 
transplantation of the reproductive material into 
the recipient’s female (Fig. 1B) [7–9]. A single guide 
RNA (sgRNA) recognizing the sequence of the sec-
ond exon of the p2rx3 gene was selected using the 
CHOPCHOP online search tool. The selected sgRNA 
5’-GGCCTACCAAGTGCGGGACACGG(CCA)-3’ (PAM, 
shown in parentheses) (Fig. 1A), which had no off-tar-
get sites with fewer than three mismatches, was test-
ed in a series of control experiments on blastocysts 
and used to generate p2rx3 knockout mice.

Fig. 1. Creating 
a p2rx3 knockout 
mouse. (A) Guide 
RNA selected for 
gene editing using 
the CRISPR/Cas9 
method. (B) The 
process of pronu-
clear injection and 
creation of the F0 
generation. (C) 
The transcript of 
the p2rx3 gene 
from a wild-type 
(WT) mouse and 
a mouse with 
a knockout of this 
gene
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p2rx3-/- gene
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Embryo 
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A Gene: p2rx3-201
(ENSMUST00000028465)
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Genetic analysis of the offspring
Genotyping of mice was performed by Sanger se-
quencing of the PCR product containing the recog-
nition zone of the selected sgRNA (forward and re-
verse primers 5’-ACTAAGCAGGAACTCATCCCAA-3’ 
and 5’-CATAATCCGACACATCCATGAC-3’) (Eurogen, 
Russia), Fig. 1A, in the Genome Collective Use Center 
according to the recommended protocol. The results 
were analyzed using the Decodr Internet resource.

Animals with a frameshift in the p2rx3 gene by 
one nucleotide in exon 2 were obtained, leading to 
the replacement of six codons and formation of a stop 
codon (Fig. 1C). The mutation was successfully fixed 
in the first generation. Mice with homo and hetero-
zygous mutation are viable. The animals were trans-
ferred to the C57Bl/6 genetic background.

Isolation, seeding, and cultivation of a primary 
mixed culture of the hippocampus of newborn mice 
For the purpose of performing metabolic tests, two 
groups of animals, with the p2rx3-/- (experimental) 
and p2rx3+/- (control) genotypes, were formed, each 
group containing 30 animals. The primary mixed 
culture of hippocampal neurons was obtained from 
2-day-old newborn mice. Mice were euthanized by 
cervical dislocation. The skin was cut with scissors 
along the line of the skull base. The head was sepa-
rated and placed in a tray with crushed ice. The brain 
was removed and placed in a Petri dish with chilled 
phosphate-buffered saline (PBS, pH 7.4). The cere-
bral hemispheres were separated under a binocu-
lar microscope (Leica, Germany). The hippocampus 
was placed on a glass slide with a “well” in a drop of 
cooled phosphate-buffered saline (PBS, pH 7.4), di-
vided into six to eight pieces, and transferred into a 
test tube with 0.25% trypsin–EDTA. The tissue was 
trypsinized in a 0.25% trypsin–EDTA solution (Gibco, 
25200056) in a Binder incubator (Germany) at an at-
mosphere of 5% CO2 for 20 min at 37°C. After tryp-
sinization, the cell suspension was washed three times 
in PBS (pH 7.4). A total of 2 mL of a neurobasal me-
dium (Gibco, 21103049) containing a 2% B-27 protein 
supplement (Gibco, 17504044), 0.5 mM L-glutamax 
(Gibco, 25030081), and 1% PenStrep (PanEco, Russia) 
was added to the resulting suspension [10].

The primary mixed culture of hippocampal neu-
rons was grown in eight-well plates for the Seahorse 
HS mini Cell Metabolism Analyzer (Agilent, USA). 
Sterile distilled water (400 μL) was added to the 
grooves around the wells. The culture wells B–G 
were coated with 10 μL of 0.01 mg/mL poly-D-ly-
sine, and 180 μL of distilled water was added into 
the background correction wells A and H. The plates 
were left for 1 h in a laminar flow hood under a 

UV lamp. The plates were then washed three times 
with distilled water and dried in a laminar flow 
hood. A cell suspension containing 2 × 104 hippo-
campal cells (80 μL) was added into each well of the 
Cell Culture Miniplates (Agilent). The primary mixed 
culture of p2rx3-/- mouse hippocampal neurons was 
added into three wells of an eight-well plate, and 
the culture of p2rx3-/+ mouse hippocampal cells was 
added into the other three wells. The number of 
cells for seeding and the selection of the optimal 
FCCP concentration for performing the Mitostress 
test were determined by pre-calibrating the device 
to optimize the number of cells and determine the 
FCCP concentration for a given cell type according 
to the manufacturer’s instructions. The cells in the 
plates were grown for three days, with ½ of the me-
dium replaced daily.

Metabolic tests
Two groups of animals (30 per group) with the 
p2rx3-/- (experimental) and p2rx3+/- (control) geno-
types were formed to conduct metabolic tests.

Evaluation of mitochondrial respiration param-
eters. Mitochondrial respiration was measured on 
a Seahorse Bioscience HS mini Cell Metabolism 
Analyzer (Agilent). A sensor cartridge (Agilent) was 
hydrated 24 h prior to analysis by filling it with a cal-
ibration standard solution (Seahorse XF Calibrant) 
(200 μL in each well). The cartridge was placed in 
an incubator without CO2 at 37°С for 24 h. The as-
say medium was prepared using Seahorse XF DMEM 
Media containing glucose at a final concentration 
of 10 mM, pyruvate 1 mM, and L-glutamine 2 mM, 
according to the manufacturer’s recommendations. 
The MitostressTest kit was used to assess the func-
tion of mitochondria. Stock solutions were prepared 
according to the manufacturer’s instructions. The kit 
includes oligomycin, FCCP, and a mixture of rotenone 
and antimycin A. In the experiment, working solu-
tions were prepared to the following final concen-
trations per well: oligomycin, 1 μM; FCCP, 2.5 μM; 
and rotenone/antimycin A, 0.5 μM. Mitostressors were 
injected into the cell cultures through the ports of 
the Agilent Seahorse XFp sensor cartridge (Agilent, 
USA). The cartridge was calibrated; the calibration 
plate was then replaced with a plate with the cells, 
and measurements of the rate of oxygen consumption 
(OCR) indicating the degree of mitochondrial respira-
tion in a cell were conducted. Three technical mea-
surements were performed in each experimental and 
control cell. Data were normalized by the number of 
cells. The basal respiration, proton leak, maximum 
respiration, spare respiratory capacity, non-mitochon-
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drial respiration, ATP production, and the respiratory 
coupling coefficient were calculated using the Multi-
File Seahorse XF Mitostress test software product 
(USA). Non-mitochondrial respiration was taken as 
the minimum measured OCR value after injection of 
the rotenone/antimycin A mixture. Basal respiration 
was calculated as the last measured OCR value before 
the first injection minus nonmitochondrial respiration. 
Maximum respiration was evaluated as the differ-
ence between the maximum OCR values after FCCP 
injection and non mitochondrial respiration. Proton 
loss was calculated as the minimum OCR value after 
oligomycin injection minus nonmitochondrial respira-
tion. ATP production was counted after oligomycin 
addition as the difference between the last OCR value 
measured before oligomycin injection and the mini-
mum OCR value after oligomycin injection. The spare 
respiratory capacity of mitochondria was determined 
as the difference between maximal respiration and 
basal respiration. The respiratory efficiency coefficient 
was measured as the ratio between ATP production 
and basal respiration.

Studying the cellular bioenergetic balance. The en-
ergy phenotype of neurons was assessed using a Cell 
Energy Phenotype kit (Kit 103325-100, Agilent). The 
kit contained oligomycin (ATP synthase inhibitor) at 
a final concentration of 100 μM and FCCP (mitochon-
drial uncoupler) at a final concentration of 100 μM. 
The concentration of the oligomycin/FCCP stress solu-
tion added to the cartridge port was 1.0/1.0 μM. Based 
on the results of measurements using the Multi-File 
Seahorse XF Cell Energy Phenotype software (USA), 
stress OCR and ECAR were calculated according to 
the formulas:

           ,� (1)

          ,� (2)

where Stressed OCR is the stress phenotype by the 
rate of oxygen uptake, %;
Stressed ECAR is the stress phenotype by the rate of 
medium acidification, %;
Stressed OCR/ECAR is the rate of oxygen uptake / 
rate of medium acidification after the addition of mi-
tostressors (a mixture of oligomycin and FCCP) to the 
medium;
Baseline OCR/ECAR is the rate of oxygen uptake / 
rate of medium acidification before the addition of 
stressors.

Glycotest stress. The analysis was performed using 
the Glycolysis Stress Test kit.

The kit used glucose at a final concentration of 10 
mM, oligomycin (1 μM), and 2-deoxyglucose (500 mM), 
which were injected into cell cultures through the 
ports of the Agilent sensor cartridge Cartridge 
(Seahorse XFp). The cartridge was calibrated, the cal-
ibration plate was then replaced with a plate with 
cells, and the extracellular acidification rate of the 
medium (ECAR) was measured. The data were nor-
malized by the number of cells. The glycolysis rate, 
glycolytic capacity of neurons, glycolytic reserve, and 
non-glycolytic population were calculated using the 
Multi-File Seahorse XF Glycotest software (USA). 
The glycolysis rate was calculated as the difference 
between the maximum ECAR value before oligomycin 
injection and the last ECAR measurement before glu-
cose injection. The glycolytic capacity was calculated 
as the difference between the maximum measured 
ECAR after oligomycin injection and the last ECAR 
measurement before glucose injection. The glycolytic 
reserve was estimated as the glycolytic capacity di-
vided by the glycolysis rate (mpH/pmol/min/cell) and 
multiplied by 100%. Nonglycolytic acidification was 
taken into account as the last ECAR measurement 
before glucose injection. All metabolic tests were per-
formed in quadruplicates with three technical mea-
surements each.

Statistical analysis
The experimental data were processed using the 
Wave 2.6 software (USA) and the Excel 10.0 de-
scriptive statistics package. The experimental data 
are presented as the median and standard deviation 
(M ± SD). Considering that all the obtained numerical 
data do not obey the normal distribution hypothesis, 
the statistical significance of the results was assessed 
using the Mann–Whitney U test for samples with the 
number of measurements n ≤ 20. The critical level of 
significance was considered at p = 0.05.

RESULTS
The energy phenotype of a primary mixed culture 
of hippocampal neurons was studied in transgenic 
animals. In tests of this type, the rate of extracellu-
lar acidification (ECAR) is a reliable indicator of the 
glycolysis rate. However, when highly aerobic cells 
are exposed to stress, carbon dioxide production by 
mitochondria can provoke a rise in ECAR [11] and in-
crease the contribution of glycolysis to the metabolic 
potential. The susceptibility of the hippocampal cells 
of the engineered transgenic mice to this effect was 
assessed using this test. The hippocampal neurons of 
both the homozygous and heterozygous transgenic an-
imals were not susceptible to this effect. The energy 
phenotype of mitochondrial respiration of the primary 
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mixed culture of hippocampal neurons of transgen-
ic animals is aerobic respiration relying on oxidative 
phosphorylation. In the primary mixed culture of hip-
pocampal neurons obtained from p2rx3-/- mice, the 
ratio of the oxygen consumption rate (OCR) to the 
extracellular acidification rate (ECAR) was 1  : 2; in 
mice with the p2rx3+/- genotype, OCR/ECAR = 1.1. No 
clearly expressed differences in the metabolic pheno-
type of hippocampal neurons were revealed between 
the studied groups of animals (Fig. 2).

When studying the features of mitochondrial respi-
ration, the real-time curves of the oxygen uptake rate 
were recorded (Supplementary Fig. S1A). An increase 
in almost all the parameters of mitochondrial respi-
ration was denoted, except for the spare respiratory 
capacity obtained from p2rx3-/- homozygotes (Table 1).

According to the data in Table 1, non mitochon-
drial, basal and maximal respiration, as well as the 
respiratory reserve, significantly increased in the cul-
ture of neurons obtained from p2rx3-/- mice by 52.4% 
(p < 0.05), 72.3% (p < 0.05), and 61.3% (p < 0.05), re-
spectively, compared to the control. The culture of 
hippocampal neurons collected from mice was charac-
terized by an increase in the ATP production by 84.4% 
(p < 0.05); respiratory reserve, by 36% (p < 0.05); and 
respiratory efficiency coefficient, by 43% (p < 0.05) 
compared to the control. Due to the high intensity 
of mitochondrial respiration, the reserve respiratory 
capacity of the primary mixed culture of the hippo-
campus of p2rx3-/- mice was down by 36.6% (p < 0.05) 
compared to the control.

In the primary mixed culture of hippocampal neu-
rons from p2rx3-/- mice, the glycolysis rate and gly-
colytic capacity were significantly reduced, by 75.7% 
(p < 0.05) and 78.6% (p < 0.05) compared to similar 
indicators in mice with the p2rx3+/- genotype (Fig. 3).

The glycolytic reserve of hippocampal neurons of 
p2rx3-/- mice increased almost two-fold and amounted 
to 351.3 ± 158.2% compared to that of the hippocam-
pal culture of p2rx3+/- mice (163.2 ± 60.5%). The real-
time glycolytic curves are presented in Supplementary 
Fig. S1B.

DISSCUSSION
The primary mixed culture of hippocampal neu-
rons obtained from animals of both the p2rx3-/- and 
p2rx3+/- genotypes is characterized by aerobic respira-
tion when the cell uses predominantly oxidative phos-
phorylation. The experimentally determined aerobic 
type of metabolism of hippocampal neurons and the 
absence of any switch of the energy phenotype in re-

Fig. 2. The metabolic potential of the primary mixed culture 
of hippocampal neurons of transgenic p2rx3 knockout mice
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Table 1. Parameters of the mitochondrial respiration of hippocampal neuron cultures from transgenic p2rx3 knockout mice

Parameters р2rx3+/-

(control)
р2rx3-/-

(experiment)
P

U test ≤ 17

Nonmitochondrial respiration, pmol/min/cell 27.1 ± 5.3 56.9 ± 18.0* 0

Basal respiration, pmol/min/cell 65.9 ± 12.2 238.1 ± 7.9* 0

Maximal respiration, pmol/min/cell 124.3 ± 8.9 320.9 ± 18.5* 0

Proton (H+) loss, pmol/min/cell 14.5 ± 8.1 40.4 ± 16.4 19

ATP production, pmol/min/cell 36.1 ± 12.8 231.5 ± 9.9* 0

Respiratory reserve, pmol/min/cell 56.0 ± 16.4 87.4 ± 14.3* 0

Spare respiratory capacity, % 188.3 ± 45.20 137.8 ± 7.2* 0

Respiratory efficiency coefficient, % 58.8 ± 21.6 103.4 ± 10.4* 1

*Significance of differences at p < 0.05 compared to the control according to the Mann–Whitney U test.
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sponse to the introduction of mitochondrial respiration 
stressors are indicative of the enhanced bioenergetic 
function of mitochondria. 

We found that hippocampal neurons from p2rx3-/- 
knockout mice have increased basal and nonmito-
chondrial respiration compared to hippocampal neu-
rons derived from p2rx3+/- mice. Our findings also 
show that p2rx3-/- hippocampal neurons exhibit high 
ATP production and a reduced glycolysis rate and 
glycolytic capacity, which essentially characterizes 
maximal capacity to generate ATP during glycoly-
sis. These findings indicate that p2rx3-/- knockout 
hippocampal neurons in the basal state already op-
erate close to the peak of their mitochondrial en-
ergy capacity. The combination of intense mitochon-
drial respiration, together with the leak of protons, 
which further produce reactive oxygen species (ROS), 
and together with reduced spare respiratory capac-
ity, may cause difficulties for such neurons to cope 
with significant fluctuations in bioenergetic needs 
during various cellular stresses, as well as during 
aging. Increased oxidative phosphorylation in neu-
rons is the main cause of elevated ROS levels [12]. 
The main question is why p2rx3 knockout neurons 
have such high energy requirements. According to 
the published data, the dopamine neurons of mice 
with Alzheimer’s disease have higher energy require-
ments [13]. Such energy expenditure is associated 
with large axonal arborization, which requires highly 
efficient production of mitochondrial ATP because 
of the increased mitochondrial density that charac-
terizes these terminals [13]. In our study, we did not 

determine the degree of neuronal branching in the 
engineered transgenic mice and can only hypothesize 
about the role played by ionotropic receptors in en-
hancing the bioenergetics of hippocampal neurons 
based on the data available in the literature.

The p2rx3 gene encodes the P2X3 receptor, which 
is expressed in various brain regions, including pyra-
midal neurons, dentate granule cells, and hippocampal 
interneurons [14]. Considering that the hippocampus 
is a key structure of the brain associated with the 
formation of long-term memory, changes in the ac-
tivity of ionotropic receptors — purinergic (P2X) and 
glutamatergic (NMDA) — can modulate plasticity and 
hippocampus-dependent learning, as well as memory. 
This plasticity is based on the activation of hippo-
campal kinases and changes in the intracellular cal-
cium levels [15]. There are publications that describe 
cross-interactions of P2X receptors with NMDA. It 
has been proved that activation of P2X receptors in-
hibits Ca2+ currents through NMDA receptors. The 
functional significance of such interaction is related 
to the fact that P2X receptors act as low-frequency 
filters of the calcium signal under physiological rest 
conditions when membrane depolarization is not re-
quired for calcium entry as is the case with NMDA 
receptors [3]. The p2rx3 knockout mice demonstrat-
ed impaired long-term depression in the hippocam-
pal CA1, CA3, and dentate granule cell synapses, as 
well as improved learning and spatial orientation [5]. 
Inhibition of P2X family receptors (P2X3, P2X4, and 
P2X6 families) enhances the induction of long-term 
memory [3]. It is known that during the long-term po-
tentiation underlying memory and learning, mitochon-
drial energy production is altered [16], the activity of 
the mitochondrial calcium pump increases [17], and 
the expression of mitochondrial genes is enhanced 
[18]. Blocking mitochondrial oxidative phosphoryla-
tion results in significant impairment of long-term 
potentiation [19]. Mitochondrial energy production is 
critical for transmitter release via vesicle exocyto-
sis, mobilization of synaptic reserve pool vesicles, and 
regulation of synaptic strength [20]. The increased 
bioenergetic needs of neurons may be associated with 
excessive activation of NMDA receptors. According to 
researchers, activation of NMDA receptors increases 
the volume of spines in cultured hippocampal neu-
rons and increases the surface expression of AMPA 
receptors [21]. Regulation of dendritic division of mi-
tochondria, accompanied by an increase in the Ca2+ 
content in the mitochondrial matrix, and mediation by 
activation of Ca2+ and calmodulin-dependent protein 
kinase II (CAMK II) has been described [22]. One of 
the most recent studies has shown the localization of 
an NMDA-like receptor on the mitochondrial mem-
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Fig. 3. Glycolytic function indices of the primary mixed cul-
ture of hippocampal neurons from p2rx3 knockout mice. 
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brane, which enhances the activity of ATP synthase 
and ATP production by neurons [23].

CONCLUSION
Our findings indicate that p2rx3 gene knockout mice 
have mitochondria with increased bioenergetic func-
tion. Transgenic mice with the p2rx3-/- genotype are 
characterized by an aerobic type of mitochondrial res-
piration, high ATP production, increased basal and 
non mitochondrial respiration, increased neuron loss, 
a fairly high level of the respiratory efficiency coef-
ficient, while the spare respiratory capacity of mito-
chondria, the glycolysis rate, and glycolytic capacity 
are reduced. The data obtained indicate that mito-
chondria work close to the peak of their energy ca-
pacity. It is possible that such activation of the cellu-
lar energy metabolism is associated with reciprocal 
interactions between ionotropic purinergic and glu-

tamatergic receptors. An important and open ques-
tion remains: how will the bioenergetic balance of 
hippocampal neurons change in p2rx3 knockout ani-
mals in response to blockade of the NMDA receptor? 
Understanding the interactions between purinergic 
and glutamatergic receptors is important, since these 
receptors are involved in certain types of hippocam-
pus-dependent memories. The p2rx3 knockout ani-
mals in this study are a unique model for searching 
for pharmacological targets in efforts to correct the 
energy metabolism of brain cells and eliminate cogni-
tive dysfunctions. 
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ABSTRACT Sorafenib is a multiple tyrosine kinase inhibitor that is used in the treatment of liver and renal 
cancers. We synthesized the hydroxamic derivatives of sorafenib bearing the pharmacophore elements of 
zinc-dependent histone deacetylase inhibitors. We uncovered that suppression of cancer cell proliferation by 
the synthesized hybrid inhibitors critically depends on the structure of the “deacetylase” element.
KEYWORDS sorafenib, vorinostat, protein tyrosine kinases, zinc-dependent histone deacetylases, antiprolifer-
ative activity, hybrid inhibitors.
ABBREVIATIONS PTKs – protein tyrosine kinases; HDACs – zinc-dependent histone deacetylases; B-RAF – 
signaling tyrosine kinase; SRF – sorafenib; DMSO-d6 – deuterated dimethyl sulfoxide; IC50 – half maximal 
inhibitory concentration; AMC – 7-amino-4-methylcoumarin.

INTRODUCTION
Hepatocellular carcinoma (HCC) is one of the 
most heterogeneous, intractable type of cancer [1]. 
Sorafenib (SRF, Fig. 1), a multipotent inhibitor of pro-
tein tyrosine kinases (PTKs) – e.g. signaling RAF 
kinase, VEGFR and PDGFR tyrosine kinases, and 
others – has proven to be a first-line drug for the 
treatment of advanced HCC stages [2]. However, long-
term use of sorafenib becomes ineffective due to ac-
quired or inherited resistance in some transformed 
hepatocytes [3].

The combined use of sorafenib with multipotent 
zinc-dependent histone deacetylase (HDAC) inhibi-
tors is a promising strategy in the treatment of HCC, 
because many HDAC inhibitors demonstrate not only 
antiproliferative activity on their own, but also a syn-
ergistic effect in combination with sorafenib [4]. For 
example, the combination of sorafenib with vorino-
stat (SAHA, Fig. 1) effectively initiates apoptosis in 
hepatoma cells [5] and the combination with valproic 
acid (VPA) significantly delays the development of 
resistance [6]. In contrast to the combined use of two 
drugs, monomolecular hybrids boast more predictable 
pharmacokinetic and pharmacodynamic parameters, 
including metabolism and bioavailability. In addition, 
their use ensures the simultaneous activation of sev-

eral antitumor mechanisms in the tumor site and in 
the required optimal ratio [7]. Thus, the development 
of PTK/HDAC hybrid inhibitors seems to be a very 
promising and justified area of research.

The pharmacophore of histone deacetylase inhibi-
tors (HDACi) comprises four elements: (i) a zinc-bind-
ing group (ZBG), (ii) a linker occupying the active site 
‘lysine channel’ that leads to the catalytic zinc ion, (iii) 
a connecting unit (CU), and (iv) an aromatic/hetero-
cyclic fragment (cap) responsible for recognizing the 
surface of the enzyme’s active site at the entrance to 
the ‘lysine channel’ [8]. We synthesized new hybrid in-
hibitors – hydroxamic derivatives of sorafenib – bear-
ing the pharmacophore elements of zinc-dependent 
histone deacetylase inhibitors. We investigated the 
antiproliferative activity of the produced compounds 
and the class selectivity of HDAC inhibition.

EXPERIMENTAL PART
In this study, we used the following compounds: ami-
nocaproic acid, 4-(aminomethyl)-benzoic acid, diaz-
abicycloundecene (DBU), 1,1’-carbonyldiimidazole 
(CDI), hydroxylamine hydrochloride, a 50% aque-
ous hydroxylamine solution, and hydrazine hydrate 
(Sigma-Aldrich, USA); ethyl ester of 4-aminobenzoic 
acid (Acros Organics, USA), bis(2-oxo-3-oxazolidinyl)
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phosphinic chloride (BOP-Cl) (LEAPChem, China); 
4-formyl-N-hydroxybenzamide was synthesized ac-
cording to [9]. Column chromatography was per-
formed using the Kieselgel silica gel, 0.060–0.200 mm, 
(Acros Organics); elution systems are provided in 
the text. TLC was performed on Kieselgel 60 F254 
plates (Supelco, USA). NMR spectra (δ, ppm; J, Hz) 
were acquired on an Avance III spectrometer (Bruker, 
Germany) with an operating frequency of 300 MHz 
for 1H-NMR (internal standard: Me4Si; solvent: 
DMSO-d6), 100.6 MHz for 13C NMR (with suppression 
of carbon‒proton interaction; solvent: DMSO-d6), and 
282 MHz for 19F NMR (solvent: DMSO-d6). Chemical 
shifts are provided in parts per million, and spin‒spin 
coupling constants (SSCCs) are expressed in Hz. 
1H NMR NOESY and ROESY spectra were measured 
in dry DMSO-d6. The mixing time used for NOESY 
spectra was specifically selected to maximize the in-
tensity of dipole cross peaks (0.25 s).

Synthesis of the hydroxamic derivatives of sorafenib 
SRF-CHA, SRF-BHA, SRF-THA, and SRF-H-BHA

(i) SRF-CA

6-(4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)urei-
do)phenoxy)picolinamide)hexanoic acid (SRF-CA). 
A mixture of 466 mg (1 mmol) of a sorafenib carbox-
ylic acid methyl ester (SRF-ME) [10], 262 mg (2 mmol) 
of aminocaproic acid, and 383 mg (2.5 mmol) of DBU 
in 10 mL of MeOH was stirred under boiling condi-
tions for 6 h. The mixture was cooled to room tem-
perature, diluted with 10 mL of H2O, neutralized 
with HCl (1 : 1) to pH 5–6, and cooled at 10°C for 
18 h. The precipitate formed was triturated, filtered, 
washed with H2O, and air-dried. The product was 
isolated by chromatography on a silica gel using a 
CHCl3/EtOH (10 : 1) mixture as an eluent. The col-
lected fractions were evaporated, and the residue was 
dissolved in 3 mL of CHCl3 and cooled at 10°C for 

18 h. The resulting precipitate was filtered, washed 
with CHCl3 and air-dried, finally yielding 400 mg 
(71%) of SRF-CA. 1H NMR (DMSO-d6): δ 11.94 (1H, 
s, OH), 9.20 (1H, s, NHα), 8.97 (1H, s, NHb), 8.76 (1H, t, 
J 6.0, NHγ), 8.51 (1H, d, J 5.6, H18), 8.12 (1H, d, J 2.1, 
H16), 7.73–7.53 (4H, m, H4, H10, and H14, H19), 7.40 
(1H, d, J 2.5, H1), 7.24–7.08 (3H, m, H5, H11, and H13), 
3.26 (2H, q, J 6.5, H1′), 2.19 (2H, t, J 7.3, H5′), 1.65–1.43 
(4H, m, H2′ and H4′), 1.36–1.20 (2H, m, H3′). 13C NMR 
(DMSO-d6): δ 174.87 (C6′), 166.46 (C15), 163.60 (C20), 
152.96 (C8 or C17), 152.94 (C8 or C17), 150.77 (C18), 
148.35 (C12), 139.80 (C9), 137.51 (C6), 132.44 (C4 or 
C5), 127.21 (q, J 30.3, C2), 123.57 (C4 or C5), 123.29 (q, 
J 273, C7), 122.85 (C3), 121.89 (C10 and C14), 121.00 
(C11 and C13), 117.33 (q, J 5.5, C1), 114.53 (C19), 109.24 
(C16), 39.17 (C1′), 34.04 (C5′), 29.30 (C2′), 26.41 (C3′), 
24.68 (C4′). 19F NMR (DMSO-d6): δ ‒61.47 (CF3).

(ii) SRF-CHA

4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)ureido)
phenoxy)-N-(6-(hydroxyamino)-6-oxohexyl)picolina-
mide (SRF-CHA). A solution of 363 mg (0.643 mmol) 
of SRF-CA in 0.7 mL of DMF was combined with 
115 mg (0.71 mmol) of CDI. After 1 h 40 min, 70 mg 
(1.00 mmol) of hydroxylamine hydrochloride was add-
ed, stirred until dissolved for 10 min, and left for 2 h. 
The reaction mixture was diluted with 3.5 mL of H2O 
and cooled at 10°C for 18 h. The supernatant was de-
canted, and the precipitated oil was triturated in 7 mL 
of cold water until the formation of a loose sediment, 
filtered, and dried in air. The product was isolated by 
chromatography on a silica gel using a CHCl3–EtOH 
(first 7.5 : 1 and then 5 : 1) mixture as an eluent. The 
collected fractions were evaporated to yield 262 mg 
(70%) of SRF-CHA. 1H NMR (DMSO-d6): δ 10.30 (1H, 
s, NHd), 9.23 (1H, s, NHα), 9.01 (1H, s, NHb), 8.75 (1H, 
t, J 5.9, NHγ), 8.63 (1H, s, OH), 8.51 (1H, d, J 5.5, H18), 
8.13 (1H, s, H16), 7.74–7.54 (4H, m, H4, H10 and H14, 
H19), 7.39 (1H, d, J 2.3, H1), 7.22–7.12 (3H, m, H5, H11, 

Fig. 1. The structures of sorafenib (SRF) and vorinostat (SAHA) with highlighted pharmacophore elements: cap (blue), 
connecting unit (CU, brown), linker (green), and zinc-binding group (ZBG, red)
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and H13), 3.25 (2H, q, J 6.6, H1′), 1.94 (2H, t, J 7.3, 
H5′), 1.61–1.41 (4H, m, H2′ and H4′), 1.34–1.17 (2H, 
m, H3′). 13C NMR (DMSO-d6): δ 169.57 (C6′), 166.47 
(C15), 163.60 (C20), 152.95 (C8 and C17), 150.77 (C18), 
148.35 (C12), 139.79 (C9), 137.51 (C6), 132.44 (C4 or C5), 
127.21 (q, J 30.7, C2), 123.58 (C4 or C5), 123.29 (q, J 273, 
C7), 122.85 (C3), 121.89 (C10 and C14), 121.00 (C11 and 
C13), 117.33 (q, J 5.5, C1), 114.54 (C19), 109.24 (C16), 
39.21 (C1′), 32.67 (C5′), 29.34 (C2′), 26.49 (C3′), 25.33 
(C4′). 19F NMR (DMSO-d6): δ ‒61.47 (CF3).

(iii) SRF-A

4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)ureido)
phenoxy)picolinic acid (SRF-A). 0.67 g (12 mmol) of 
KOH was dissolved in 12 mL of a THF–MeOH–H2O 
(1 : 1 : 1) mixture, and 2.32 g (5 mmol) of SRF-ME 
was added with stirring in two equal parts over 
10 min, and, after dissolution of the starting com-
pound, the mixture was left to rest at room tem-
perature for 1 h. The reaction mixture was diluted 
with 12 mL of H2O and neutralized with HCl (1 : 1) 
to pH ≈ 1.5. The precipitate was triturated, anoth-
er 12 mL of H2O was added, and the mixture was 
cooled at 10°C for 1 h. The precipitate was filtered, 
washed with H2O, and air-dried to yield 2.20 g (97%) 
of SRF-A. 1H NMR (DMSO-d6): δ 9.29 (1H, s, NHα), 
9.06 (1H, s, NHb), 8.58 (1H, d, J 5.7, H18), 8.13 (1H, d, 
J 2.4, H16), 7.70–7.56 (4H, m, H4, H10 and H14, H19), 
7.44 (1H, d, J 2.5 H1), 7.24–7.13 (3H, m, H5, H11 and 
H13). 13C NMR (DMSO-d6): δ 166.47 (C20), 165.85 
(C15), 152.96 (C8), 151.19 (C18), 150.86 (C17), 148.20 
(C12), 139.81 (C9), 137.65 (C6), 132.44 (C4 or C5), 127.21 
(q, J 30.5, C2), 123.54 (C4 or C5), 123.28 (q, J 273, C7), 
122.83 (C3), 121.84 (C10 and C14), 120.99 (C11 and 
C13), 117.30 (q, J 5.5, C1), 115.12 (C19), 112.32 (C16). 
19F NMR (DMSO-d6): δ ‒61.46 (CF3).

(iv) SRF-BEE

Ethyl 4-(4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)
ureido)phenoxy)picolinamide)benzoate (SRF-BEE). 
A suspension of 452 mg (1 mmol) of SRF-A in 10 mL 
of a 1 : 1 pyridine–THF mixture was combined with 

300 mg (1.18 mmol) of BOP-Cl, stirred for 10 min, and 
then combined with 230 mg (1.39 mmol) of a p-ami-
nobenzoic acid ethyl ester (ABEE). The reaction mix-
ture was stirred at room temperature for 1.5 h, before 
another 300 mg (1.18 mmol) of BOP-Cl was added. 
After 10 min, 230 mg (1.39 mmol) of ABEE was added 
and stirring was continued at room temperature for 
1.5 h. Water (30 ml) was added and stirred for 1–1.5 h 
to form a homogeneous precipitate. The precipitate 
was filtered and washed with water (thrice, 20 mL 
each). After air drying, the precipitate was suspended 
in 10 mL of methanol, filtered, washed with 5 mL of 
methanol, filtered, and air-dried to yield 442 mg (74%) 
of SRF-BEE. 1H NMR (DMSO-d6): δ 10.93 (1H, s, NHγ), 
δ 9.22 (1H, s, NHα), 9.01 (1H, s, NHb), 8.64 (1H, d, J 5.6, 
H18), 8.13 (1H, d, J 1.9, H16), 8.05 (2H, d, J 8.8, H3′ and 
H5′), 7.95 (2H, d, J 8.7, H2′ and H6′), 7.71–7.59 (4H, m, 
H4, H10 and H14, H19), 7.54 (1H, d, J 2.5 H1), 7.29–7.16 
(3H, m, H5, H11 and H13), 4.30 (2H, q, J 7.1, H8′), 1.32 
(3H, t, J 7.1, H9′). 13C NMR (DMSO-d6): δ 166.70 (C7′), 
165.75 (C15), 162.86 (C20), 152.94 (C8), 152.29 (C17), 
150.94 (C18), 148.25 (C12), 142.97 (C1´), 139.78 (C9), 
137.62 (C6), 132.43 (C4 or C5), 130.46 (C3′ and C5′), 
127.20 (q, J 30.5, C2), 125.48 (C4′), 123.57 (C4 or C5), 
123.28 (q, J 273, C7), 122.85 (C3), 121.88 (C10 and C14), 
121.02 (C11 and C13), 120.20 (C2′ and C6′), 117.31 (q, 
J 5.4, C1), 115.19 (C19), 110.02 (C16), 60.93 (C8′), 14.63 
(C9′). 19F NMR (DMSO-d6): δ ‒61.44 (CF3).

(v) SRF-BHA

4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)ureido)
phenoxy)-N-(4-(hydroxycarbamoyl)phenyl)picolina-
mide (SRF-BHA). A solution of 300 mg (0.50 mmol) 
of SRF-BEE in 7.5 mL of a 1 : 2 MeOH–THF mixture 
was supplemented with 500 mg (7.58 mmol) of NH2OH 
(50%), the mixture was cooled to 0°C, and 56 mg 
(1.00 mmol) of KOH dissolved in 1 mL of MeOH was 
added. After 30 min, cooling was ceased and the reac-
tion mixture was left for 18 h. The reaction mixture 
was cooled to 0°C, and 28 mg (0.5 mmol) of KOH dis-
solved in 0.5 mL of MeOH was added. After 30 min, 
cooling was ceased and the mixture was left to rest 
for 3 h, after which 0.5 mL (8.75 mmol) of AcOH was 
added, and the mixture was evaporated to half the 
original volume, before 4 mL of MeOH was added, 
and the mixture was again evaporated to half its vol-
ume. The residue was supplemented with 5 mL of 



RESEARCH ARTICLES

VOL. 17 № 3 (66) 2025 | ACTA NATURAE | 59

MeOH. The resulting precipitate was triturated, fil-
tered, dried on the filter, successively washed twice 
with 3 mL of a 2% solution of triethylamine in MeCN, 
3 mL of MeCN, and 3 mL of CH2Cl2, then air-dried to 
yield 230 mg (71%) of SRF-BHA. 1H NMR (DMSO-d6): 
δ 11.13 (1H, s, NHδ), δ 10.82 (1H, s, NHγ), δ 9.28 (1H, s, 
NHα), δ 9.07 (1H, s, NHb), δ 8.96 (1H, s, OH), 8.63 (1H, 
d, J 5.6, H18), 8.13 (1H, d, J 2.0, H16), 7.96 (2H, d, J 8.7, 
H3′ and H5′), 7.75 (2H, d, J 8.7, H2′ and H6′), 7.71–7.58 
(4H, m, H4, H10 and H14, H19), 7.53 (1H, d, J 2.5, 
H1), 7.29–7.16 (3H, m, H5, H11 and H13). 13C NMR 
(DMSO-d6): δ 166.73 (C7′), 164.35 (C15), 162.86 (C20), 
152.97 (C8), 152.43 (C17), 150.94 (C18), 148.26 (C12), 
141.18 (C1′), 139.82 (C9), 137.65 (C6), 132.45 (C4 or C5), 
128.51 (C4′), 128.03 (C3′ and C5′), 127.21 (q, J 30.8, C2), 
123.59 (C4 or C5), 123.29 (q, J 273, C7), 122.84 (d, J 1.5, 
C3), 121.91 (C10 and C14), 121.03 (C11 and C13), 120.16 
(C2′ and C6′), 117.33 (q, J 5.4, C1), 115.16 (C19), 109.93 
(C16). 19F NMR (DMSO-d6): δ ‒61.44 (CF3).

(vi) SRF-TA

4-(4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)ureido)
phenoxy)picolinamide)methylbenzoic acid (SRF-TA). 
A mixture of 466 mg (1 mmol) of SRF-ME, 302 mg 
(2 mmol) of 4-(aminomethyl)benzoic acid, and 383 mg 
(2.5 mmol) of DBU in 6 mL of MeOH was stirred un-
der boiling for 14 h. The reaction mixture was cooled 
to room temperature, diluted with 15 mL of H2O, and 
neutralized with AcOH to pH ≈ 5–6. The resulting 
precipitate was triturated and cooled at 10°C for 4 h. 
The precipitate was filtered, washed with H2O, and 
dried in air. The product was isolated by chromatogra-
phy on a silica gel using a 5 : 1 CHCl3–EtOH mixture 
supplemented with AcOH (1% of the total volume) as 
an eluent. The collected fractions were evaporated; 
the residue was triturated in 10 mL MeOH, filtered, 
washed with 4 mL of MeOH, and air-dried to yield 
269 mg (46%) of SRF-TA. 1H NMR (DMSO-d6): δ 12.82 
(1H, s, OH), 9.44 (1H, t, J 6.4, NHγ), 9.20 (1H, s, NHα), 
8.98 (1H, s, NHb), 8.54 (1H, d, J 5.6, H18), 8.12 (1H, d, 
J 2.4, H16), 7.89 (2H, d, J 8.3, H4′ and H6′), 7.70–7.57 
(4H, m, H4, H10 and H14, H19), 7.45–7.37 (3H, m, H1, 
H3′ and H7′), 7.24–7.13 (3H, m, H5, H11 and H13), 4.54 
(2H, d, J 6.3, H1′). 13C NMR (DMSO-d6): δ 167.64 (C8′), 
166.51 (C15), 164.06 (C20), 152.94 (C8 or C17), 152.67 
(C8 or C17), 150.93 (C18), 148.31 (C12), 145.00 (C2′), 
139.79 (C9), 137.55 (C6), 132.44 (C4 or C5), 129.83 (C4′ 
and C6′), 129.78 (C5′),127.75 (C3′ and C7′), 127.21 (q, 

J 30.6, C2), 123.58 (C4 or C5), 123.29 (q, J 273, C7), 
122.83 (C3), 121.91 (C10 and C14), 121.01 (C11 and 
C13), 117.33 (q, J 5.6, C1), 114.78 (C19), 109.46 (C16), 
42.78 (C1′). 19F-NMR (DMSO-d6): δ ‒61.45 (CF3).

(vii) SRF-THA

4-(4-(3-(4-chloro-3-(trifluoromethyl)phenyl)ureido)
phenoxy)N-(4-(hydroxycarbamoyl)benzyl)picolina-
mide (SRF-THA). A solution of 275 mg (0.47 mmol) of 
SRF-TA in 0.55 mL of DMF was supplemented with 
120 mg (0.74 mmol) of CDI. After 1 h 30 min, 120 mg 
(1.73 mmol) of hydroxylamine hydrochloride was 
added, the mixture was stirred until dissolution for 
10 min and left to rest for 18 h. The reaction mixture 
was diluted with 7 mL of H2O; the precipitate was 
thoroughly triturated, filtered after 30 min, washed on 
a filter with 7 mL of H2O, and dried in air. The prod-
uct was isolated by chromatography on a silica gel 
using a 7 : 1 CHCl3–EtOH mixture as an eluent. The 
collected fractions were evaporated to yield 125 mg 
(44%) of SRF-THA. 1H NMR (DMSO-d6): δ 11.14 (1H, s, 
NHδ), 9.41 (1H, t, J 6.3, NHγ), 9.23 (1H, s, OH), 9.01 (1H, 
s, NHα), 8.96 (1H, s, NHb), 8.54 (1H, d, J 5.6, H18), 8.12 
(1H, d, J 1.8, H16), 7.76–7.55 (6H, m, H4, H10 and H14, 
H19, H4′ and H6′), 7.41 (1H, d, J 2.5, H1), 7.36 (2H, d, 
J 8.2, H3′ and H7′), 7.26–7.12 (3H, m, H5, H11 and H13), 
4.50 (2H, d, J 6.3, H1′). 13C NMR (DMSO-d6): δ 166.50 
(C15), 164.63 (C8′), 164.01 (C20), 152.94 (C8 or C17), 
152.70 (C8 or C17), 150.93 (C18), 148.32 (C12), 143.12 
(C2′), 139.79 (C9), 137.54 (C6), 132.45 (C4 or C5), 131.81 
(C5′), 127.66 (C2, C4′ and C6′), 127.37 (C2, C3′ and C7′), 
127.01 (C2), 123.58 (C4 or C5), 123.29 (q, J 273, C7), 
122.84 (C3), 121.91 (C10 and C14), 121.01 (C11 and 
C13), 117.33 (q, J 5.4, C1), 114.77 (C19), 109.44 (C16), 
42.72 (C1′). 19F NMR (DMSO-d6): δ ‒61.44 (CF3).

(viii) SRF-H

1-(4-chloro-3-(trifluoromethyl)phenyl)-3-(4-((2-(hydra-
zinecarbonyl)pyridin-4-yl)oxy)phenyl)urea (SRF-H). 
A suspension of 466 mg (1 mmol) of SRF-ME in 3 mL 
of a 2 : 1 MeOH–CH2Cl2 mixture was combined with 
250 mg (5 mmol) of hydrazine hydrate and stirred for 
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10 min until the dissolution of the starting compound. 
After 2 h, 2 mL of MeOH was added and the mixture 
was evaporated to a thick syrup. After addition of 
10 mL of H2O, the mixture was triturated until a ho-
mogeneous precipitate formed, cooled at 0°C for 1.5 h, 
filtered, washed with water (twice, 3 mL each), and 
air-dried to yield 404 mg (87%) of SRF-H. 1H-NMR 
(DMSO-d6): δ 9.86 (1H, s, NHγ), 9.19 (1H, s, NHα), 8.97 
(1H, s, NHb), 8.48 (1H, d, J 5.6, H18), 8.12 (1H, d, J 2.3, 
H16), 7.72–7.55 (4H, m, H4, H10 and H14, H19), 7.38 
(1H, d, J 2.5 H1), 7.17 (2H, d, J 8.9, H11 and H13), 
7.12 (1H, dd, J 5.6 and 2.6, H5), 4.56 (2H, s, NHd). 13C 
NMR (DMSO-d6): δ 166.31 (C15), 162.45 (C20), 152.94 
(C8), 152.60 (C17), 150.96 (C18), 148.36 (C12), 139.79 
(C9), 137.51 (C6), 132.43 (C4 or C5), 127.22 (q, J 30.8, 
C2), 123.58 (C4 or C5), 123.29 (q, J 273, C7), 122.86 
(d, J 1.7, C3), 121.86 (C10 and C14), 121.01 (C11 and 
C13), 117.34 (q, J 5.7, C1), 114.33 (C19), 109.25 (C16). 19F 
NMR (DMSO-d6): δ ‒61.45 (CF3).

(ix) SRF-H-BHA

(E)-4-((2-(4-(4-(3-(4-chloro-3-(trifluoromethyl)phe-
nyl)ureido)phenoxy)picolinoyl)hydrazinoylidene)
methyl)-N-hydroxybenzamide (SRF-H-BHA). A solu-
tion of 85 mg (0.515 mmol) of 4-formyl-N-hydroxyben-
zamide [9] in 3.5 mL of MeOH–CH2Cl2, 5 : 2, and 30 μL 
of AcOHcat was added to a suspension of 233 mg 
(0.50 mmol) of SRF-H in 3 mL of a 2 : 1 MeOH–CH2Cl2 
mixture, and the mixture was stirred for 5 min until 
the starting compound had dissolved. After 4 h, the 
resulting precipitate was filtered, washed successive-
ly on a filter with 10 mL of EtOH and 5 mL MeOH, 
and air-dried to yield 258 mg (84%) of SRF-H-BHA. 
1H NMR (DMSO-d6): δ 12.23 (1H, s, NHγ), 11.27 (1H, 
s, NHd), 9.25 (1H, s, NHα), 9.08 (1H, s, OH), 9.04 (1H, 
s, NHb), 8.69 (1H, s, H1′), 8.60 (1H, d, J 5.6, H18), 8.13 
(1H, d, J 2.2, H16), 7.84 (2H, d, J 8.4, H3′ and H7′), 7.71 
(2H, d, J 8.4, H4′ and H6′), 7.71–7.59 (4H, m, H4, H10 
and H14, H19), 7.50 (1H, d, J 2.5, H1), 7.25–7.18 (3H, 
m, H5, H11 and H13). 13C NMR (DMSO-d6): δ 166.56 
(C15), 164.14 (C8′), 160.49 (C20), 152.96 (C8), 152.23 
(C17), 151.04 (C18), 148.98 (C1′), 148.27 (C12), 139.80 
(C9), 137.62 (C6), 137.23 (C2′), 134.46 (C5′), 132.48 (C4 
or C5), 127.93 (C3′ and C7′), 127.47 (C4′ and C6′), 127.21 
(q, J 30.7, C2), 123.63 (C4 or C5), 123.30 (q, J 273, C7), 
122.86 (d, J 1.3, C3), 121.94 (C10 and C14), 121.05 (C11 
and C13), 117.35 (q, J 5.7, C1), 115.16 (C19), 110.14 (C16). 
19F NMR (DMSO-d6): δ ‒61.43 (CF3).

Cells, media, and reagents
In the study, we used the following cell lines: Huh7, 
Huh7.5, HepG2, and PLC/PRF/5 hepatocellular carci-
nomas, HCT116 colorectal cancer, SH-SY5Y neuro-
blastoma, HL60 promyelocytic leukemia, and K562 
chronic myeloid leukemia. Differentiated HepaRG 
cells were produced according to [11]. Sorafenib and 
vorinostat were purchased from Selleck Chemicals; 
the fluorogenic substrates Boc-Lys(Acyl)-AMC were 
prepared as described previously [12].

Assessment of adherent cell viability
Adherent cell lines were passaged into 96-well 
culture plates so that the cell confluence stood at 
50–60% 24 h after seeding. The cells were incu-
bated with the investigated inhibitors, at different 
concentrations, for 48 h, and cell viability was as-
sessed using the Cell Proliferation Kit I (MTT as-
say) according to the manufacturer’s instructions 
(Sigma-Aldrich, USA). The optical density of the re-
duction product, formazan, was measured using a 
Spark multifunctional plate reader (Tecan Trading, 
Switzerland) at 544 nm. Each inhibitor concentration 
was tested at least six times.

Assessment of differentiated HepaRG cell viability
Undifferentiated HepaRG cells were passaged into 
96-well culture plates (~5 × 104 cells per well) and in-
cubated as described previously [11]. After achieving 
100% confluency, the cells were subjected to differen-
tiation. For this purpose, the plates with the cells were 
kept for 14 days, with the medium changed once 
every 7 days, then kept in a medium containing 1.8% 
DMSO (Sigma) for 14 days, with the medium changed 
once every 7 days. Upon completion of differentiation 
(28 days), the medium was replaced with a medium 
containing 1.8% DMSO and the test compounds at the 
desired concentrations and incubated for 72 h. Cell vi-
ability was assessed using the MTT test as described 
above. Each inhibitor concentration was tested at least 
eight times.

Assessment of cell viability in suspension culture
A cell suspension was passaged into 96-well culture 
plates (~1.5 × 104 cells per well). After 24 h of seed-
ing, the cells were incubated with the investigated 
inhibitors in different concentrations for 48 h. Then, 
10 μL of a resazurin solution in PBS (2 mg/mL) was 
added and the cells were kept in a CO2 incubator for 
4 h. Fluorescence of the reduction product, resafurin, 
was measured using a Spark multifunctional plate 
reader (Tecan Trading, Switzerland) at wavelengths 
of 571ex/584em nm. Each inhibitor concentration was 
tested at least six times.
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Cell-based system for testing the potency 
and selectivity of HDAC inhibition
HCT116 cells were passaged into 96-well culture 
plates so that the cells became 70–80% confluent 24 
h after seeding. These cells were incubated with the 
investigated inhibitors at different concentrations for 
24 h. Then, three-quarters of the volume was re-
moved from each well and replaced with the same 
volume of a cell medium containing both the inhibitor 
at the same concentration and one of the three sub-
strates; i.e., SubAc/Pro/Tfa, at a concentration of 30 μM. 
After an additional 4-h incubation, aliquots of the cul-
ture fluid were transferred to a fluorescence assay 
plate (SPL Life Sciences, Republic of Korea), dilut-
ed 2-fold with a trypsin solution (2 mg/mL in Tris-
HCl buffer, pH 8.0), and incubated at 37°C for 60 min. 
Fluorescence was measured using a Spark multi-plate 
reader (Tecan Trading) at 360ex/470em nm. The fluo-
rescence intensity in each well was normalized to the 
cytotoxicity values obtained for the same well. The 
fluorescence signal value (in RFU) for each concen-
tration of the test compound was calculated using the 
following formula:

RFU=
∑n(Fi - F0

Cv
)

n
;

where Fi is the fluorescence intensity of the sample 
in the well, F0 is the fluorescence intensity in the well 
with the substrate dissolved in the medium without 
cells. Cv is the cell viability, and n is the number of 
replicates.

RESULTS AND DISCUSSION

The structural design of hydroxamic 
derivatives of sorafenib
Upon designing hybrid inhibitors (HIs), we were guid-
ed by the desire to maximally preserve the structure 
of sorafenib as a known strong ‘kinase’ component and 
to use hydroxamic acid moieties, n-hexanoic and ben-
zoic acids, characteristic of highly effective HDACi in 
the ‘deacetylase’ component (Fig. 2). In order to meet 
both requirements, we chose the picolinamide moie-
ty of sorafenib as the docking site for the ‘kinase’ and 
‘deacetylase’ components. According to crystallography 
data [13], this moiety is exposed to the exit from the 
binding site of sorafenib with the B-RAF kinase active 
center. We presumed that the ‘deacetylase’ fragment 
of the hybrid inhibitor, a linker‒ZBG, would not create 
steric hindrances in the interaction with B-RAF.

Synthesis of the hydroxamic derivatives of sorafenib
According to the synthesis scheme (Fig. 2), the start-
ing compound for the production of all HIs was the 

sorafenib carboxylic acid methyl ester (SRF-ME), 
whose preparation was described previously [10]. This 
picoline ester was found to be substantially activat-
ed, to the point that the formation of an amide bond 
with the amino group of ε-aminocaproic and 4-(ami-
nomethyl)benzoic acids was achieved by boiling in 
methanol in the presence of a strong base (DBU). 
The resulting carboxylic acids, SRF-CA and SRF-TA, 
were converted into the corresponding hydroxamates, 
SRF-CHA and SRF-THA, by treatment with CDI and 
hydroxylamine hydrochloride as described previous-
ly [14].

The high reactivity of SRF-ME enabled the pro-
duction of sorafenib carboxylic acid SRF-A via mild 
alkaline hydrolysis in a virtually quantitative yield, 
similar to [15]. But we had significantly simplified the 
isolation procedure. Amidation of SRF-A with ethyl 
p-aminobenzoate in the presence of the condensation 
agent BOP-Cl yielded the intermediate ester SRF-
BEE that was used to prepare the target hydroxamate 
SRF-BHA by hydroxyaminolysis (Fig. 2).

Hydrazinolysis of SRF-ME proceeded as smooth-
ly as in [10], but somewhat faster. The resulting 
sorafenib carboxylic acid hydrazide SRF-H was used 
in a click reaction with 4-formyl-N-hydroxybenza-
mide [9] to yield the required SRF-H-BHA as the 
(E)-isomer of picolinoylhydrazone (Figs. 2 and 3). It 
should be noted that all the synthesized hybrid in-
hibitors retained the N-monosubstituted picolinate 
amide moiety of sorafenib (PyCONHR) that, accord-
ing to crystallographic data, interacts with the main 
chain carbonyl of Cys531 of B-RAF kinase as part of 
the complex [13].

Determination of the picolinoylhydrazone 
configuration
To confirm that the produced SRF-H-BHA is an (E)-
isomer, we measured two-dimensional NOESY cor-
relation spectra [16] (Fig. 3A), which revealed an 
intense positive cross-peak at (12.23, 8.69), which cor-
responds to the interaction of H1′ and NHγ protons. 
Since the molecular weight of the substance occurs in 
the range between 0.5 and 1.0 kDa, where the nucle-
ar Overhauser effect (NOE) changes its sign (ωτc ~ 1), 
and the observed dipole‒dipole cross peaks cannot 
generally be distinguished from the exchange peaks 
by their sign, we measured the ROESY spectrum [17] 
(NOE in a rotating coordinate system, Fig. 3B), where 
an intense negative cross peak at (12.23, 8.69) was also 
observed, which clearly confirmed its dipole‒dipole 
nature. The molecular models of SRF-H-BHA (data 
not shown) demonstrate that the distance between 
H1′ and NHγ protons in the (E)-isomer is approxi-
mately 0.25 nm, which corresponds to the strong NOE 
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Fig. 2. The scheme for the synthesis of the hydroxamic derivatives of sorafenib: SRF-CHA, SRF-BHA, SRF-THA, and 
SRF-H-BHA: cap (blue), connecting unit (CU, brown), linker (green), and zinc-binding group (ZBG, red). Reagents, 
conditions, and yield (%): (i) NH

2
(CH

2
)

5
CO

2
H, DBU, MeOH, D, 6 h, (71%); (ii) CDI, DMF, 2 h, then NH

2
OH·HCl, 18 h, 

(70%); (iii) KOH, THF/MeOH/H
2
O, 1 h, (97%); (iv) p-NH

2
PhCO

2
Et, BOP-Cl, THF/Py, 3 h, (74%); (v) NH

2
OH,  

MeOH/THF, 0°C, 0.5 h, then 18 h, (71%); (vi) p-NH
2
CH

2
PhCO

2
H, DBU, MeOH, D, 14 h, (46%); (vii) CDI, DMF, 1.5 h, 

then NH
2
OH·HCl, 18 h, (44%); (viii) NH

2
NH

2
·H

2
O, MeOH/CH

2
Cl

2
, 2 h, (87%); (ix) p-(CHO)-PhCONHOH, AcOH

cat
, 

MeOH/CH
2
Cl

2
, 4 h, (84%)

For the same purpose, differentiated HepaRG cells 
were used, which, as a surrogate for primary human 
hepatocytes, are widely used to study the cytotoxic 
effect of xenobiotics [11]. Sorafenib (SRF) and vori-
nostat (SAHA), a class I/IIb HDAC inhibitor, were 
used as reference compounds (Fig. 1).

As seen from the data in Table 1, the antiprolifera-
tive activity of HIs against hepatoma cell lines sig-
nificantly depended on the structure of the ‘deacet-
ylase’ component linker. Compared with sorafenib, 
the extended alkyl linker in the SRF-CHA molecule 

observed in the two-dimensional correlation spectra. 
At the same time, in the (Z)-isomer, it is 0.37 nm and 
occurs near the experimental detection limit of NEO. 
Therefore, the probability of detecting intense cross-
peaks is negligible.

Evaluation of the cytotoxicity 
of sorafenib hydroxamic derivatives
The cytotoxic effect of the produced inhibitors was 
first tested on a panel of four human hepatoma cell 
lines: Huh7, Huh7.5, HepG2, and PLC/PRF/5 (Table 1). 
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was linked to a 3- to 4-fold decrease in the antipro-
liferative activity. Conversely, SRF-BHA and SRF-
H-BHA carrying a phenyl linker were 1.5- to 2-fold 
more active. The IC50 values of the SRF-THA inhibi-
tor, which comprises a benzyl linker, were close to 
those of sorafenib, with an upward and downward 
bias of less than 50%.

Because differentiated HepaRG cells do not pro-
liferate, the decrease in the MTT signal in this case 
was obviously due to the cytotoxic effect of the in-
hibitors. The hydroxamic derivatives, SRF-BHA, SRF-
THA, and SRF-H-BHA, and the reference compounds, 
SRF and SAHA, had approximately equal cytotoxicity 
in a narrow range of IC50 values = 11.3–14.3 μM, and 
the SRF-CHA inhibitor was approximately 5-fold less 
toxic. Interestingly, the profile of IC50 values for the 
entire set of compounds was largely similar to the 
test results in proliferating PLC/PRF/5 cells, which 
suggests similar inhibition mechanisms in both cases.

The cytotoxic activity of the produced inhibitors 
was further investigated on the SH-SY5Y neuro-
blastoma cell line and two suspension leukemia cell 
lines: HL60 and K562 (Table 1). The SRF-CHA deriva-
tive was shown to be much less active than sorafenib 
against both neuroblastoma and leukemia, whereas 
the activity of SRF-BHA, SRF-THA, and SRF-H-BHA 
was approximately identical to that of sorafenib. Thus, 
the dependence of HI antiproliferative activity on the 
structure of the ‘deacetylase’ component in neuroblas-
toma and leukemia cell lines was identical to that in 
hepatoma cell lines.

Testing the potency and selectivity 
of histone deacetylase inhibition
The histone deacetylase inhibitor SAHA, which was 
used as a control, exerted a strong cytotoxic effect 
on most of the investigated cell lines (Table 1). To as-
sess the relationship between the antitumor activity 

Fig. 3. The molecular structure of the (E)-isomer of SRF-H-BHA with atomic numbering as well as two-dimensional 1H 
spectra (A) NOESY at the mixing time of 0.25 s and (B) ROESY, 8 mg of SRF-H-BHA in DMSO-d6. Cross-peaks between 
the picolinoylhydrazone proton NHγ and proton H1′ at a double bond are shown. NOESY – Nuclear Overhauser Effect 
Spectroscopy, ROESY – Rotating frame Overhauser Effect Spectroscopy

А B
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of the hydroxamic derivatives of sorafenib and the 
suppression of histone deacetylase activity in cell, we 
assessed residual HDAC activity in the presence of 
HIs using the s3CTS cellular test system as described 
previously [12]. The s3CTS signal reflected the level 
of in-cell deacylation of three class-selective fluoro-
genic histone deacetylase substrates of the general 
structure Boc-Lys(Acyl)-AMC, where Acyl = propi-
onyl (SubPro, HDACs class I), acetyl (SubAc, HDACs 
class I and IIb), and trifluoroacetyl (SubTfa, HDACs 
class IIa). Sorafenib and vorinostat were used as neg-
ative and positive controls, respectively, for the test 
system activity.

SRF, SRF-BHA, and SRF-H-BHA were found not 
to inhibit in-cell histone deacetylase activity up to a 
concentration of 3 μM (Fig. 4). However, SRF-CHA 
and SAHA, with the latter a stronger inhibitor, dem-
onstrated the same selectivity as class I and IIb 
HDAC inhibition. Finally, pan-inhibition of histone 
deacetylase activity was observed in the presence 
of SRF-THA. However, the simultaneous decrease in 
three fluorescent signals observed in this case might 
point to a malfunction of the s3CTS test system due 

to additional inhibition of zinc-dependent palmitoyl-
CoA thioesterase MBLAC2. It is worth noting that 
this effect is often observed precisely in the case 
of selective toluylhydroxamic inhibitors of HDAC6 
class IIb, including tubastatin A and nexturastat A 
[12, 18].

Thus, based on the testing results, only SRF-CHA 
and SRF-THA of the produced four hydroxamic de-
rivatives of sorafenib proved to be histone deacetylase 
inhibitors (Fig. 4). Given the data on antiproliferative 
activity (Table 1), we concluded that the alkyl linker 
in SRF-CHA blocked the inhibition of tyrosine pro-
tein kinases, and that this effect was only partially 
compensated by the inhibition of histone deacetylases. 
A strong negative effect on the activity of sorafenib 
derivatives with extended alkyl substituents in the 
picolinamide moiety was noted earlier [10, 19]. The 
fact that the potency of the antitumor activity of 
SRF-THA and sorafenib in all the cell lines under 
study was approximately identical does not contradict 
previously reported data on the similar values of an-
tiproliferative activity for sorafenib and its N-benzyl 
derivative [20]. Given these facts, we believe that 

Concentration, μM

Concentration, μM

Concentration, μM

Concentration, μM

Concentration, μM

Concentration, μM

R
FU

R
FU

R
FU

R
FU

 R
FU

 
 R

FU
 

SubPro SubAc SubTfa

SRF SRF-СНА SAHA

SRF-ВНА SRF-ТНА SRF-H-BHA

Fig. 4. The results of in-cell testing of the selectivity and potency of HDAC inhibition in the presence of sorafenib (SRF), 
hybrid inhibitors (SRF-CHA, SRF-BHA, SRF-THA, and SRF-H-BHA), and vorinostat (SAHA). Fluorogenic substrates 
of histone deacetylases: SubPro (HDACs class I), SubAc (HDACs class I and IIb), and SubTfa (HDACs class IIa); RFU is 
the relative fluorescence units. The statistical significance was calculated using the ANOVA test (GraphPad Prizm 8): 
****p < 0.001, ***0.001 < p < 0.01, **0.01 < p < 0.05, *0.05 < p < 0.1, and ns – not significant
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SRF-THA may be used to design derivatives that car-
ry a more effective ‘deacetylase’ component.

It is interesting that the antiproliferative activ-
ity of both SRF-BHA and SRF-H-BHA in most cas-
es significantly exceeded that of sorafenib, although 
these compounds are not histone deacetylase inhibi-
tors (Table 1 and Fig. 4), which is indirect indica-
tion of the enhancement of the ‘kinase’ component 
in these compounds. As we noted, sorafenib interacts 
with the main chain carbonyl of Cys531 of B-RAF 
kinase at the exit from the binding site; in this case, 
the picolinamide moiety of the inhibitor and the in-
dole ring of Trp530 are parallel to each other and 
the distance between them is about 4.3 Å [10, 13]. 
Given this, we suggest the presence of a stacking in-
teraction between the indole ring of Trp530 and the 
phenyl linker of SRF-BHA or SRF-H-BHA because 
of the mutual coplanarity of both ring systems and 
their spatial proximity.

Table 1. The antiproliferative/cytotoxic effect of hybrid inhibitors on the cell cultures of hepatoma [···], neuroblastoma 
[···], promyelocytic, and chronic myeloid leukemia [···]; the incubation time was 48 h; in the case of HepaRG cells, the 
incubation time was 72 h

Cells Huh7 Huh7.5 HepG2 PLC/PRF/5 HepaRG SH-SY5Y HL60 К562

IC50, µM

SRF Sorafenib 3.87±1.14 4.54±0.59 16.6±2.4 18.0±0.9 13.7±2.6 9.19±2.61 6.34±0.21 9.33±0.02
SRF-BHA 3.63±1.42 2.86±1.09 12.9±6.1 7.69±0.81 12.4±4.8 4.00±0.21 5.08±1.50 4.17±0.27
SRF-THA 5.60±0.40 5.27±0.46 8.80±2.21 12.4±3.4 11.3±3.1 7.15±0.27 8.45±3.15 13.1±1.9

SRF-H-BHA 1.80±0.10 2.47±0.82 9.87±1.34 8.33±2.82 12.4±3.9 3.41±0.85 6.97±2.31 9.08±1.23
SRF-CHA 18.1±2.2 14.6±3.5 77.9±4.1 61.3±2.5 69.5±4.8 39.5±9.9 54.5±1.7 51.6±4.6

SAHA Vorinostat 1.73±0.18 1.89±0.22 1.88±0.19 11.4±2.6 14.3±0.6 1.90±0.08 9.43±2.98 8.74±3.06

1–3 µM    3–10 µM    10–30 µM    30–100 µM 

CONCLUSION
In this study, by modifying the picolinamide moie-
ty of the inhibitor, we designed and synthesized four 
hydroxamic derivatives of sorafenib. The structure of 
all the produced compounds was confirmed by NMR 
methods. Using in cell testing, we showed that only 
two derivatives, SRF-CHA and SRF-THA, were able 
to inhibit HDACs at low micromolar concentrations. 
Testing the antiproliferative activity of the target 
compounds in a panel of hepatoma, neuroblastoma, 
and leukemia cells revealed elevated activity of three 
compounds: SRF-BHA, SRF-THA, and SRF-H-BHA, 
comparable or superior to that of sorafenib. SRF-THA 
may be used as a parent molecule to develop new hy-
brid PTK/HDAC inhibitors with high toxicity against 
tumor cells. 

This study was supported by the Russian Science 
Foundation (grant No. 23-24-00542).
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ABSTRACT This paper presents a new bioinformatics tool to meet the needs of researchers in the search 
for short (≥ 3) amino acid subsequences in protein sequences annotated in public databases (UniprotKB, 
SwissProt) and illustrates its efficacy with the example of a search for the EVHH tetrapeptide in the human 
proteome, which is a molecular determinant of amyloid beta and is involved in interactions that are crucial 
in Alzheimer’s disease pathogenesis. The topicality of developing such a tool is, on the one hand, support-
ed by experimental data on the role of short tetrapeptide motifs in the architecture of intermolecular inter-
faces. On the other hand, there are currently no software products for efficient search for short (≥ 3) amino 
acid sequences in public databases, which drastically limits researchers’ ability to identify proteins with ex-
act matches of short subsequences. This tool (PepString server, http://pepstring.eimb.ru/) allows one to use 
intuitive queries to retrieve information about all the proteins that contain sequences of interest, as well as 
their combinations.
KEYWORDS Alzheimer’s disease, amyloid-beta, short amino acid sequences, PepString, drug target, peptide, 
EVHH, HAEE.
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INTRODUCTION
Protein‒protein interactions play a fundamental role 
in virtually all cellular processes. Of particular in-
terest to biomedicine and pharmaceuticals are pro-
tein‒protein interfaces involving molecules associat-
ed with the development of pathological conditions. 
Neurodegenerative diseases are associated with ag-
gregation of certain proteins into ordered supramo-
lecular structures. In this case, the initiation of patho-
logical aggregation occurs via a seeding mechanism. 
The key role in this mechanism is played by repeti-
tive protein‒protein interactions with identical inter-
molecular interfaces. One of the leading strategies for 
the development of disease-modifying drugs for the 
treatment of neurodegenerative diseases is the use of 
agents of various natures (e.g., antibodies, peptides, 
peptidomimetics) capable of specifically disrupting the 
formation of disease-associated intermolecular inter-
faces and thereby preventing unwanted aggregation 

[1]. Therefore, the identification of the amino acid res-
idues that form these interfaces is crucially important.

Alzheimer’s disease (AD) is the most common 
neurodegenerative disease and the leading cause of 
dementia in the world [2]. AD is characterized by 
the conformational transformation of endogenous 
amyloid-β (Aβ) molecules from the monomeric state 
to soluble oligomers and insoluble aggregates [3] that 
initiate neuroinflammation and other pathological pro-
cesses associated with AD development [4]. Insoluble 
Aβ aggregates are present in the brain both as dif-
fuse aggregates on the walls of blood vessels and as 
fibrillar aggregates (amyloid plaques) on the surface 
of neurons [5]. Aβ aggregates and soluble oligomers 
are in dynamic equilibrium [6].

Aβ is a small polypeptide molecule consisting of 
38–43 amino acid residues (aa) [7]. Aβ is produced by 
proteolysis of the amyloid precursor protein (APP) 
[8]. The amino acid sequence of the most abundant 
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Aβ isoform in amyloid plaques, Aβ42, contains 42 aa 
[9, 10]. The Aβ peptide is present in both brain tis-
sue and peripheral organs [11]. In the blood, Aβ exists 
mainly in platelets [12] and crosses the blood‒brain 
barrier [11]. Aβ is found in the picomolar concentra-
tion range in the blood of both healthy individuals 
and sporadic AD patients [13]. The physiological func-
tions of Aβ include suppression of microbial infec-
tions, regulation of synaptic plasticity, promotion of 
recovery after brain injury, sealing of the blood‒brain 
barrier, and presumably suppression of tumor cell 
proliferation [14, 15].

Aggregation of Aβ molecules in vivo is initiated by 
intermolecular interactions. Zinc ions and the metal-
binding domain (Aβ16) located in the 1–16 region of 
Aβ play a crucial role in these interactions. Therefore, 
data on the three-dimensional structure of Aβ16 and 
the molecular mechanism of zinc-dependent Aβ oligo-
merization are used for the rational search and design 
of candidate molecules on the basis of the anti-amy-
loid strategy [16]. The spatial structure of Aβ16 from 
several natural Aβ variants, in free and zinc-bound 
states, has been determined [17–21]. There are also 
experimental data on the structure of Aβ16 in amy-
loid fibrils isolated from the brain of AD patients [22]. 
According to these data, the 11-EVHH-14 region of 
human Aβ has a polypeptide backbone structure that 
remains almost unchanged both in the free Aβ16 mol-
ecule and in the complex of Aβ16 with the zinc ion, as 
well as in the N-terminal fragment of Aβ fibrils iso-
lated from the brain tissue of AD patients.

Taken together, these properties characterize the 
11-EVHH-14 site of Aβ as a structural invariant and 
suggest that this site plays an important role in the 
interaction of Aβ with other biological molecules. 
Indeed, the 11-EVHH-14 site of Aβ has been found 
(1) to be the main center for the recognition and 
binding of zinc ions, (2) to be located at the intermo-
lecular interface in complexes between Aβ and the 
α4β2 subtype nicotinic acetylcholine receptor [23, 24], 
(3) to form a symmetric zinc-dependent interface in 
both Aβ dimers [25, 26] and Aβ oligomers [17], (4) to 
participate in zinc-dependent binding of nucleic ac-
ids [27]. The amino acid sequence of the Aβ metal-
binding domain (Aβ16) is located in the extracellular 
membrane-spanning portion of the amyloid precur-
sor protein (APP), it constitutes the C-terminal frag-
ment of the soluble α-form of APP (sAPPα) [28], and 
both APP and sAPPα play vital physiological func-
tions [29]. Furthermore, in both APP and sAPPα, the 
11-EVHH-14 region of the Aβ metal-binding domain 
is sterically accessible for interactions with both zinc 
ions and other biomolecules, including Aβ. Thus, both 
of these proteins may act as potential binding part-

ners for Aβ through zinc-dependent interactions via 
the symmetrical 11-EVHH-14 regions of the metal-
binding domains in appropriate molecules.

In AD pathogenesis, the interaction of Aβ with zinc 
ions, mediated by the 11-EVHH-14 site of Aβ, is a key 
factor in the formation and spread of amyloid plaques. 
Therefore, this site is a promising drug target [16]. It 
is important to note that most of the monoclonal anti-
bodies used to neutralize Aβ oligomers in AD therapy 
block the 11-EVHH-14 site [30]. However, monoclonal 
antibodies have many side effects [31]; so, the search 
for and development of low-molecular weight agents 
of various chemical classes [32], e.g., peptidomimetics 
and natural or artificial peptides [33], seems topical.

Recently, the use of a synthetic analogue of the 
35-HAEE-38 site of the α4 subunit of the α4β2 sub-
type nicotinic acetylcholine receptor has been sub-
stantiated as an effective agent to inhibit the aggrega-
tion of endogenous Aβ molecules in AD pathogenesis 
[23]. This analogue (hereinafter HAEE) specifically 
binds to the 11-EVHH-14 site of Aβ both in the ab-
sence and in the presence of zinc ions, leading to the 
formation of stable complexes that, in turn, block the 
formation and propagation of Aβ aggregates [34]. 
However, it is unknown whether HAEE can bind to 
EVHH sites in other proteins, and how this may affect 
patients if HAEE is used as a drug. Given the key 
role of the EVHH tetrapeptide region in the formation 
of intermolecular interfaces involving Aβ, it is impor-
tant to identify all proteins of the human proteome 
that contain this site because these proteins may be 
potential partners for Aβ. However, at the time of this 
study, there were no effective bioinformatics tools to 
search for short (≥ 3 aa) subsequences in known pro-
teins. In this paper, we describe an original PepString 
server that could be used to search for exact match-
ing of short protein sequence fragments. The use of 
the PepString server resources is illustrated with 
the example of the EVHH sequence of amyloid-beta, 
which is a promising target for the development of 
pathogenetic anti-amyloid drugs for AD treatment.

EXPERIMENTAL PART

PepString server
The PepString server (http://pepstring.eimb.ru) is de-
veloped based on the PostgreSQL version of the pop-
ular UniprotKB and SwissProt databases. This server 
allows the user to search for exact matches of short 
peptides in protein sequences. The query can be lim-
ited to a specific taxon, such as Mammalia, Bacteria, 
or Vertebrata, or to all species. The query can also be 
based on the presence of multiple fragments in a sin-
gle sequence (≤ 5) or on the presence of at least one 
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fragment from the list in a sequence. A screenshot 
of the home page is provided in Fig. 1. Multiple se-
quences can be entered using a comma and/or space 
as a separator, e.g., “ALC,RADGG”, “ALC, RADGG”, or 
“ALC RADGG”. Each of the multiple sequences can 
be placed on a separate line. One query can contain 
up to five sequences. Two operators, AND and OR, 
can be used for a search. The AND operator finds 
protein sequences that include all peptides from the 
query. The OR operator finds protein sequences that 
include at least one peptide from the query list. The 
search can be limited by selecting a taxon of any lev-
el, e.g., either Vertebrata, or Archaea, or Mammalia, or 
Homo sapiens.

Figure 2 shows an example of the results. The re-
sults are sorted by organism name. The user can 
save the query result in the FASTA or CSV for-
mat. Searching for a 3-amino acid fragment in the 
SwissProt database takes a few seconds, whereas in 
the UniprotKB database it takes from 10 minutes to 
several hours.

Python and PostgreSQL were used to create a 
protein sequence database based on UniprotKB 
(SwissProt+TrEMBL). The database structure dia-
gram is shown in Supplementary Fig. S1. The data-
base is updated automatically almost at the same time 
as the official UniProtKB database; i.e., approximately 
once every 8 weeks. The web interface is written us-
ing the Django framework.

The taxonomy in our database is identical to the 
NCBI taxonomy. Please note that NCBI identifiers 
and organism names may not match the data in the 
UniProt database. The reason is that UniProt also up-
dates its taxonomy once every 8 weeks. However, our 
database uses the NCBI Taxonomy database that re-
ceives new updates daily, so the version we have used 
for the update may be different from the UniProt 
version.

The user’s query result is stored in the django_cel-
ery_results_taskresult table for 24 h and then deleted.

BLAST-based conservation calculations
EVHH site conservation was calculated using the ho-
mologous protein sequences of other species from 
gnathostome vertebrates via the BLAST program 
[35]. Thousands of homologous sequences were found 
for each Uniprot protein identifier from Table 1. 
The number of sequences containing the EVHH site 
(the first number in the Conservation column in 
Table 1) was divided by the number of sequences 
with all variants of this site (the second number in 
the Conservation column in Table 1) and multiplied by 
100 to obtain the Conservation value in %.

EVHH site variants
A short C++ program was written to parse the fasta 
sequence files and count all EVHH site variants. The 
program text is available upon request.

Fig. 1. Query form to search for protein sequences containing exact matches of short peptides using the PepString serv-
er (http://pepstring.eimb.ru)
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Fig. 2. Search result for two ALC RADGG peptides among proteins from the Mammalia species using the PepString 
server

Table 1. Conservation of the EVHH fragment in human proteins determined by BLAST* 

Conservation Uniprot ID Protein name EVHH location

885/985 (89.8%) P05067 Amyloid-beta precursor protein 682‒685, YEVHHQ

683/800 (85.4%) Q13634 Cadherin-18 46‒49, TEVHHR

667/930 (71.7%) P78310 Coxsackievirus and adenovirus receptor 272‒275, KEVHHD

437/995 (43.9%) Q06124 Tyrosine-protein phosphatase non-receptor type 11 441‒444, EEVHHK

405/950 (42.6%) Q9H8M1 Coenzyme Q-binding protein COQ10 homolog B 234‒237, HEVHHT

276/965 (28.6%) Q9Y2E6 E3 ubiquitin-protein ligase DTX4 575‒578, NEVHHK

168/779 (21.6%) Q03001-11 Neural isoform of dystonin 101‒104, VEVHHQ

154/844 (18.2%) Q58FF7 Putative heat shock protein HSP 90-beta-3 4‒7, EEVHHG

133/859 (15.5%) P08238 Heat shock protein HSP 90-beta 4‒7, EEVHHG

134/990 (13.5%) Q6ZSZ5 Rho guanine nucleotide exchange factor 18 459‒462, TEVHHV

105/1000 (10.5%) O75676 Ribosomal protein S6 kinase alpha-4 471‒474, HEVHHD

100/991 (10.1%) Q86SQ4 Adhesion G-protein coupled receptor G6 797‒800, QEVHHP

81/872 (9.6%) Q7Z3D6 D-glutamate cyclase, mitochondrial 273‒276, PEVHHI

47/522 (9.0%) Q9Y4G2 Pleckstrin homology domain-containing family M member 1 233‒236, IEVHHS

87/974 (8.9%) Q53F39 Metallophosphoesterase 1 309‒312, CEVHHG

60/1000 (6.0%) P54296 Myomesin-2 751‒754, REVHHK

48/959 (5.0%) O76064 E3 ubiquitin-protein ligase RNF8 229‒232, TEVHHE

48/1000 (4.8%) Q5TG30 Rho GTPase-activating protein 40 392‒395, DEVHHN

43/998 (4.3%) Q2M3C7 A-kinase anchor protein SPHKAP 682‒685, DEVHHK

25/960 (2.7%) P10912 Growth hormone receptor 71‒74, DEVHHG

26/999 (2.6%) Q8NH48 Olfactory receptor 5B3 171‒174, NEVHHF

4/262 (1.5%) Q9H0D2 Zinc finger protein 541 218‒221, YEVHHG

9/949 (0.9%) Q5VT97 Rho GTPase-activating protein SYDE2 567‒570, REVHHT

4/998 (0.4%) P41226 Ubiquitin-like modifier-activating enzyme 7 283‒286, QEVHHA

*The entries are listed in descending order of conservation.
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RESULTS AND DISCUSSION
The PepString server found 63 sequences of 24 pro-
tein isoforms containing the EVHH fragment in the 
human proteome. If we take 1,000 homologous pro-
teins from the Uniprot database and count how many 
of them contain a fragment homologous to EVHH, and 
in how many cases this fragment is exactly EVHH, 
we can form some idea of the conservation of this 
fragment in proteins in different species. In Table 1, 
we collected information on the EVHH fragment con-
servation in protein sequences and the position of this 
fragment in the sequence. A longer version of the 
table which lists all isoforms containing the EVHH 
fragment and structural information is presented in 
Supplementary Table S1. The EVHH fragment in the 
APP protein is the most conserved (89.8%) (Table 1). 
EVHH sites in the cadherin-18 and coxsackie virus 
and adenovirus receptor sequences are somewhat less 
conserved, 85.4 and 71.7%, respectively. The neuronal 
isoform of dystonin also deserves attention, because, 
in addition to the conserved form of EVHH found in 
168 out of 779 sequences (21.6%), 315 out of 779 se-
quences (40.4%) of homologous proteins from differ-
ent species contain a sequence of this EAHH site that 
is very similar in physicochemical properties.

In the human amyloid precursor protein (APP) se-
quence, EVHH is located in the Aβ peptide and is able 
to bind with the Zn2+ ion and form dimers and oligo-
mers [17, 21, 25]. Analysis of APP protein sequences 
from other gnathostome vertebrate species revealed 
that APP sequences in all birds, reptiles, amphibi-
ans, fishes, and almost all mammals contain a highly 
conserved variant of EVHH, with a few exceptions 
(Table 2). For example, both APP isoforms from blue 
and fin whales contain the EVRH sequence, although 
the conserved EVHH variant is present in other ma-
rine mammals. The same EVRH variant is found in 
some rodents, including mice, rats, moles, ground 
squirrels, degus, and naked mole rats (see Table 2 for 
a complete list). The substitution is not found in all 
rodents. For example, we found the conserved EVHH 
variant in APP sequences from Oryctolagus cuniculus 
(rabbit) and Chrysochloris asiatica (Cape golden 
mole). Another exception is Puma concolor (mountain 
lion) that has a single APP isoform comprising a com-
pletely different RGGW site at this location.

Further, we will consider the functions of each 
identified protein. Cadherin-18 is annotated in Uniprot 
as a protein involved in calcium-dependent cell‒cell 
adhesion, cell migration, and morphogenesis. In the 

Table 2. EVHH site variants found in homologues of human APP (P05067) from different species

Motif Number of 
sequences Species

EVHH 885
All birds, reptiles, amphibians, eels and bonefish Albula goreensis, Aldrovandia affinis (Hilbert’s 

halosaur), Latimeria chalumnae (Coelacanth), Megalops atlanticus (Tarpon) (Clupea gigantea), fish 
such as Salmonidae and others, and almost all mammals

EVRH 64

Balaenoptera acutorostrata scammoni (North Pacific minke whale), Balaenoptera musculus 
(Blue whale), Castor canadensis (American beaver), Chinchilla lanigera (Long-tailed chinchilla), 

Dipodomys ordii (Ord’s kangaroo rat), Fukomys damarensis (Damaraland mole rat), Haplochromis 
burtoni (Burton’s mouthbrooder), Heterocephalus glaber (Naked mole rat), Ictidomys tridecemlinea-
tus (Thirteen-lined ground squirrel), Jaculus jaculus (Lesser Egyptian jerboa), Marmota marmota 
marmota (Alpine marmot), Mesocricetus auratus (Golden hamster), Microtus ochrogaster (Prairie 

vole), Mus musculus (Mouse), Mus spicilegus (Steppe mouse), Nannospalax galili (Northern Israeli 
blind subterranean mole rat), Octodon degus (Degu), Peromyscus maniculatus bairdii (Prairie 

deer mouse), Rattus norvegicus (Rat), Sciurus vulgaris (Eurasian red squirrel), Urocitellus parryii 
(Arctic ground squirrel), Pundamilia nyererei, Maylandia zebra (Zebra mbuna), Atractosteus spatula 
(Alligator gar), Lepisosteus oculatus (Spotted gar), Oreochromis aureus (Israeli tilapia), Oreochromis 

niloticus (Nile tilapia)

EVYH 24
Cyprinus carpio carpio, Cirrhinus molitorella (Mud carp), Onychostoma macrolepis, 

Sinocyclocheilus rhinocerous, Sinocyclocheilus anshuiensis, Danio rerio (Zebrafish), Sinocyclocheilus 
grahami (Dianchi golden-line fish), Triplophysa rosa (Cave loach)

AVHH 7 Oryzias javanicus (Javanese ricefish), Oryzias latipes (Japanese rice fish),  
Oryzias melastigma (Marine medaka), Oryzias sinensis (Chinese medaka)

-VHH 1 Clupea harengus (Atlantic herring)

EVHP 1 Denticeps clupeoides (Denticle herring)

EV-H 1 Astyanax mexicanus (Blind cave fish)

EVYP 1 Triplophysa tibetana

RGGW 1 Puma concolor (Mountain lion)
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cadherin-18 sequence, the EVHH fragment is locat-
ed in the 25–53 propeptide that is cleaved from the 
protein during maturation. In the AlphaFold mod-
el of the structure of this protein, the EVHH site 
is located in a disordered loop, on the protein sur-
face (Supplementary, Table S1). The function of this 
propeptide is not yet known. According to Uniprot, 
asparagine residue 36 can be glycosylated, which 
makes the propeptide sensitive to blood glucose lev-
els. Cadherin-18 is known to be associated with AD. 
Cadherin was experimentally shown to interact with 
presenilin-1 that is involved in AD [36].

The coxsackievirus and adenovirus receptor is a 
component of the epithelial apical junction complex, 
which can function as a homophilic cell adhesion mol-
ecule and is required for maintaining tight junctions 
[37]. It is also involved in transepithelial leukocyte mi-
gration through adhesive interactions with JAML, a 
transmembrane protein of the plasma membrane of 
leukocytes. After binding to the epithelial coxsacki-
evirus adenovirus receptor (CXADR), JAML induces 
subsequent signaling events in gamma-delta T cells 
through PI3-kinase and MAP-kinase. This leads to 
T cell proliferation and production of cytokines and 
growth factors that, in turn, stimulate epithelial tis-
sue repair [38]. The EVHH fragment is located in the 
269–285 domain of this receptor that is annotated as 
a domain rich in charged amino acids. This means 
that this fragment is very flexible and can change its 
conformation depending on the structure of the in-
teraction partner. The coxsackievirus and adenovirus 
receptor is associated with AD. Coxsackievirus [39] 
or adenovirus [40] infection has been shown to be ca-
pable of triggering the onset of AD in the elderly, be-
cause it provokes prion protein expression.

The next protein with high conservation of the 
EVHH fragment is tyrosine phosphatase non-receptor 
type 11 that is involved in cascades of various recep-
tor and cytoplasmic tyrosine kinases and participates 
in signal transmission from the cell surface to the 
nucleus. Kinase activation suppresses the function of 
integrins and causes dephosphorylation of focal adhe-
sion kinase [41]. It is one of the important negative 
regulators of the nuclear export of telomerase reverse 
transcriptase [42]. Mutations in this protein are associ-
ated with a number of diseases, e.g., LEOPARD syn-
drome [43] or Noonan syndrome [44], that develop due 
to downregulation of the intracellular RAS/MAPK 
signaling pathway. There are currently no data on any 
association with AD.

The mitochondrial coenzyme Q-binding pro-
tein COQ10 homologue B (Q9H8M1) is necessary 
for the function of coenzyme Q10 in the respiratory 
chain and may serve as a chaperone or may partici-

pate in the transport of Q10 from its site of synthe-
sis to the catalytic sites of the respiratory complexes. 
According to the AlphaFold model, the EVHH site 
is a part of the β-strand on the protein surface (see 
Supplementary, Table S1). There is an opinion in the 
scientific community that the introduction of coen-
zyme Q10 increases the concentration of mitochondria 
in the brain and provides a neuroprotective capability 
[45, 46]. However, this was not convincingly shown in 
phase II clinical trials, and it was decided not to con-
duct phase III clinical trials [47].

E3 ubiquitin-protein ligase DTX4 (Q9Y2E6) is in-
volved in the negative regulation of type I interfer-
on signaling through NLRP4 by targeting the kinase 
TBK1 for degradation [48]. In addition to 276/965 
(28.6%) identified conserved EVHH sequences, an 
EIHH fragment with very similar physicochemical 
properties was found in 687/965 (71.2%) sequences. 
A homologous ubiquitin ligase DTX2 is associated 
with small vessel damage in the early stages of AD 
[49].

A neuronal isoform of dystonin (Q03001-11), apart 
from an EVHH site variant found in 168 out of 779 
sequences (21.6%), also occurs as a very physico-
chemically similar EAHH site variant in 315 out of 
779 sequences (40.4%). Mutations in the gene for this 
protein lead to progressive degeneration of sensory 
neurons in mice. These mice suffer from sensory 
ataxia and die by weaning age [50]. They develop 
a severe movement disorder due to sensory neuron 
degeneration [51].

We analyzed EVHH site locations and conforma-
tions in protein structures. In human proteins, EVHH 
site conformations form four clusters (Fig. 3). The 
conformation of the EVHH site in myomesin is the 
closest to that of the zinc-binding domain in Aβ. An 
association of myomesin-2 with AD was also found. 
Investigation of cardiomyopathy in transgenic mice 
showed that small heat shock protein α-B-crystallin 
(CryAB) aggregates found in diseased hearts con-
tained an amyloid oligomer that may be the main tox-
ic species in AD and other amyloid-associated de-
generative diseases [52]. α-B-crystallin is known to 
interact with myomesin-2 [53].

In 21 out of 24 structures, the EVHH site is located 
on the protein surface. There is no AlphaFold model 
for the dystonin sequence (Q03001-11). In the Rho 
guanine nucleotide exchange factor 18 (Q6ZSZ5) mod-
el, the EVHH site is located inside the protein globule. 
In the A-kinase anchor protein SPHKAP (Q2M3C7) 
model, the EVHH site is surrounded by unstructured 
loops.

In summary, the 11-EVHH-14 site in the Aβ se-
quence is highly conserved in all gnathostome ver-
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tebrates. Gnanthostomes amount to more than 99% 
of all living vertebrate species, including humans. 
Previously, the H13R substitution was shown to 
protect rats from AD [18]. In Balaenoptera acuto-
rostrata scammoni (North Pacific minke whale) and 
Balaenoptera musculus (blue whale), as well as in 
some rodents, such as Heterocephalus glaber (naked 
mole rat) or Nannospalax galili (Northern Israeli blind 
subterranean mole rat) (Table 2), exactly this substi-
tution that converts EVHH into EVRH exists, which 
apparently renders these species protected against 
pathological Aβ aggregation and thus not susceptible 
to AD. The explanation for this follows from the mo-
lecular mechanism of Zn-dependent oligomerization 
of Aβ [17], which indicates a key role for the EVHH 
site in the pathological process.

We found that the EVHH site was present in 63 
isoforms of 24 proteins. Each of these proteins may 
be a potential molecular partner of zinc-dependent 
interaction with the amyloid-beta molecule. Some of 
them are known to be associated with AD pathogen-
esis, but there is no data on the mechanisms of their 
action. Six of the 24 identified proteins, namely APP, 
cadherin-18, coxsackievirus and adenovirus receptor, 
adhesion G protein-coupled receptor G6, growth hor-
mone receptor, and olfactory receptor 5B3, reside in 
the cell membrane, are receptors, and probably trans-
mit a signal into the cell.

The identified proteins are both potential targets 
for HAEE and possible partners of Aβ. As shown pre-
viously [17, 25], residues of site 11‒14 of the Aβ pep-
tide (EVHH) form a zinc-mediated interface with a 
similar region of another Aβ molecule. It is logical to 
assume that such interactions can occur not only be-
tween identical molecules of amyloid-beta, but also 
with other proteins that have a similar region avail-
able for interaction.

Let us make several suggestions. First, APP func-
tions as a cell surface receptor and performs physi-
ological functions on the surface of neurons, which 
are related to neurite outgrowth, neuronal adhesion, 
and axonogenesis [54]. Interactions between APP 
molecules on neighboring cells are known to promote 
synaptogenesis [54]. Since zinc ions are involved in 
synaptogenesis, we venture to suggest that the in-
teraction between APP molecules occurs through the 
Zn-dependent interface of EVHH sites. This bold sug-
gestion requires further experimental evidence.

EVHH sites have been found in mitochondrial pro-
teins, D-glutamate cyclase, and coenzyme Q-binding 
protein Q9H8M1. Since Aβ peptide is known to induce 
the AGER-dependent pathway that involves activa-
tion of p38 MAPK, resulting in internalization of the 
Aβ peptide and mitochondrial dysfunction in cultured 
cortical neurons [55], the second suggestion is that 
the Aβ peptide is able to penetrate the mitochondrial 
membrane and form zinc-dependent complexes with 
one or both proteins.

Notably, another of the identified EVHH site-con-
taining proteins, namely tyrosine-protein phosphatase 
non-receptor type 11, positively regulates the MAPK 
signaling pathway [44]. A third suggestion is that Aβ 
regulates the MAPK signal transduction pathway 
through the zinc-dependent interface with tyrosine-
protein phosphatase non-receptor type 11. Another 
protein from this list, namely the coxsackievirus and 
adenovirus receptor, also triggers one of the MAPK 
activation pathways.

Another group of proteins, which we found to be 
involved in the regulation of neuronal activity, in-
cludes cadherin-18, coxsackievirus and adenovirus 
receptor, and adhesion G-protein-coupled receptor 
G6 that interacts with laminin-2, Rho guanine nu-
cleotide exchange factor 18, and dystonin. Cadherins 
are calcium-dependent cell adhesion proteins. They 
preferentially interact amongst themselves in a ho-
mophilic manner in connecting cells; thus, cadher-
ins may facilitate the sorting of heterogeneous cell 
types. The coxsackievirus and adenovirus receptor, 
in addition to its negative role in virus entry, is a 
component of the epithelial apical–junctional com-
plex, which can function as a homophilic cell ad-

А	 B	 C	 D

Fig. 3. EVHH site conformations in human protein 
structures form four clusters. (A) Unfolded conforma-
tion (O76064, Q9H8M1, Q5VT97, Q13634, Q7Z3D6, 
Q9Y4G2, P08238, Q58FF7, P10912, O75676, Q53F39). 
(B) Unstructured conformation (Q9Y2E6, Q5TG30, 
Q8NH48, Q86SQ4). (C) Convoluted conformation 
(P54296, 1ze9). (D) α-Helix (Q2M3C7 (EVHH site within 
the globule), Q9H0D2, 3B7O, P78310, Q6ZSZ5 (EVHH 
site within the globule), P41226). Only EVHH sites in 
Q6ZSZ5 and Q2M3C7 are buried in the protein globule 
and are inaccessible
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hesion molecule and is essential to the integrity of 
tight junctions. The adhesion G-protein-coupled re-
ceptor G6 is a major component of the basal mem-
brane. It couples with G(i) and G(s) proteins and is 
required for normal differentiation of promyelinat-
ing Schwann cells and for normal axonal myelina-
tion [56]. Rho factor 18 acts as a guanine nucleotide 
exchange factor (GEF) for the GTPase RhoA, induc-
ing the formation of actin stress fibers and the pro-
duction of reactive oxygen species (ROS). It can be 
activated by the beta-gamma subunits of G proteins 
[57]. The neuronal isoform of dystonin is poorly un-
derstood. Mutations in the gene for this protein in 
mice are known to result in progressive degenera-
tion of sensory neurons. These mice suffer from sen-
sory ataxia and die by weaning age [50]. The fourth 
suggestion is that these proteins are partners of the 
G protein, and the interaction with them through 
the zinc-dependent interface affects the function of 
the G protein and G protein-associated processes in 
the cell. However, the structural model of Rho gua-
nine nucleotide exchange factor 18 suggests that the 
EVHH site is located inside the protein globule and 
is inaccessible to a solvent.

The fifth suggestion is that the Aβ peptide can 
form complexes with two heat shock proteins, HSP 
90-beta (P08238) and 90-beta-3 (Q58FF7), through 
the zinc-dependent interface and affects maturation, 
maintenance of the structure, and proper regulation 
of specific target proteins. Apart from chaperone ac-
tivity, it also plays a role in the regulation of the tran-
scription mechanism. HSP90 and its co-chaperones 
modulate transcription at least on three different lev-
els. First, they alter the steady-state levels of certain 
transcription factors in response to various physio-
logical signals. Second, they modulate the activity of 
some epigenetic modifiers, such as histone deacet-
ylases or DNA methyltransferases, and respond to 
changes in the environment. Third, they are involved 

in the migration of histones from the promoter region 
of certain genes and, thereby, switch on gene expres-
sion [58].

Gene expression can also be influenced by zinc fin-
ger protein 541 (Q9H0D2). This transcriptional regula-
tor is essential for male fertility and meiotic prophase 
completion in spermatocytes. The aforementioned 
tyrosine-protein phosphatase non-receptor type 11 
(Q06124) is also involved in a cascade of various re-
ceptor and cytoplasmic protein tyrosine kinases, par-
ticipating in signal transmission from the cell surface 
to the nucleus. Zinc finger proteins [59] and tyrosine 
phosphatases [60] are known to be associated with 
AD, but the exact mechanism of the interaction re-
mains unknown.

CONCLUSION
This paper introduces an original PepString serv-
er for the search for short amino acid sequences in 
the UniprotKB and SwissProt databases. Using the 
PepString server, we demonstrated for the first time 
that the tetrapeptide EVHH site, which is a structur-
al and functional determinant of human amyloid-beta 
both in health and in AD, is present in 63 isoforms of 
24 proteins. On the basis of an analysis of data on the 
association between these proteins and AD, we pro-
posed a potential role for cadherin-18, coxsackievirus 
and adenovirus receptor, E3-ubiquitin ligase DTX4, 
the neuronal isoform of dystonin, and myomesin-2 in 
AD pathogenesis. 
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INTRODUCTION
For the body to function properly and maintain its 
integrity, proteins must circulate within cells with-
out interruption. The cellular protein equilibrium – 
known as proteostasis – is maintained through the 
concerted activity of the de novo protein synthesis 
machinery and the degradation processes responsi-
ble for the removal of damaged or superfluous pro-
teins. Cellular protein degradation is mainly mediated 
by autophagy and the ubiquitin-proteasome system 
(UPS). At least 80% of intracellular proteins are de-
graded by the UPS [1]. This particular system identi-
fies and directs ubiquitinated proteins for proteasomal 
degradation. 

The key component of the UPS is the proteasome, 
a multi-subunit protein complex that breaks down 
proteins into peptides. The proteasome complexes can 
be distinguished by the variations in their proteo-
lytic subunits and the regulatory complex that inter-
acts with the core particle [2]. The 26S proteasome is 
a term that typically refers to proteasome complex-
es that have a 20S core particle and a 19S regulator. 
The 20S proteasome, the core particle, is shaped like 
a barrel due to the arrangement of its four constitu-
ent rings. Every ring comprising seven subunits – ei-
ther alpha (α) or beta (β) – is arranged in a specific 
αββα sequence. This configuration of rings results in 
sealed spaces, referred to as “chambers,” within the 

ABSTRACT Immunoproteasomes, a unique type of proteasome complex, play a critical role in antigen pres-
entation and cellular homeostasis. Unlike the constitutive 20S proteasome, the catalytic subunits β1, β2, and 
β5 in the immunoproteasome are replaced by inducible isoforms: β1i (LMP2), β2i (MECL-1), and β5i (LMP7). 
The expression of the genes encoding these subunits (Psmb9, Psmb10, and Psmb8) is activated by cytokines, 
primarily interferon-γ (IFNγ). Although it has been demonstrated more and more convincingly that immu-
noproteasomes are expressed in embryonic stem cells (ESCs), their involvement in maintaining pluripotency, 
promoting self-renewal, and regulating differentiation processes remains unexplored. This study implement-
ed CRISPR/Cas9 technology to generate a Psmb9 gene knockout (Psmb9KO) mouse ESC line. The resulting 
cells exhibited a normal karyotype and morphology, maintained normal proliferation rates, and retained the 
capacity to form teratomas containing derivatives of all three germ layers. However, the differentiation in-
duced by retinoic acid (RA) and IFNγ caused an accumulation of Mecl-1 precursors in Psmb9KO cells, sug-
gesting modifications in immunoproteasome assembly. Furthermore, an increase in the caspase-like activity 
of immunoproteasomes was detected, suggesting the integration of a constitutive β1-subunit into the complex 
in place of Lmp2. The findings underscore the adaptability of the ubiquitin-proteasome system in maintain-
ing cellular proteostasis by compensatory mechanisms that counteract the lack of Lmp2. The Psmb9KO line 
can serve as a valuable model for examining the function of immunoproteasomes in proteostasis regulation 
during early mammalian embryogenesis differentiation.
KEYWORDS Psmb9, Lmp2, immunoproteasome, mouse ESCs, differentiation.
ABBREVIATIONS UPS – ubiquitin-proteasome system; ESC – embryonic stem cells; ROS – reactive oxygen 
species; CL – caspase-like activity; RA – retinoic acid; IFNγ – interferon-γ.
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proteasome [3]. Proteolytic cleavage of protein sub-
strates within the proteasome happens in a “catalyt-
ic” chamber, which is formed by two central β-rings. 
In eukaryotes, three subunits, commonly referred to 
as β1, β2, and β5, perform proteolytic activity. These 
catalytic subunits are known to possess differences in 
their substrate specificity. The β1 subunit can cleave 
peptide bonds following “acidic” amino acid residues, 
a process referred to as caspase-like activity. The β2 
subunit exhibits trypsin-like activity and cleaves poly-
peptide chains subsequent to basic amino acids. As 
for the β5-subunit, it is characterized by chymotryp-
sin-like activity, which leads to the hydrolysis of pep-
tide bonds following hydrophobic amino acid residues. 
The catalytic chamber is completely sealed from the 
external environment, preventing accidental degra-
dation of proteins and ensuring process specificity. 
The N-terminal sequences of α-subunits act as a gate, 
limiting the access of substrate proteins to the cata-
lytic chamber of the core particle, opening only upon 
binding to the regulatory particle [4], thereby ensur-
ing stringent regulation of the protein degradation 
process.

Upon stimulation of mammalian cells with 
interferon-γ (IFNγ), the expression of alternative cat-
alytic subunits is induced, resulting in the assembly 
of a modified 20S proteasome, also known as the im-
munoproteasome [5]. Within the immunoproteasome, 
the constitutive catalytic β-subunits (β1, β2, and β5) 
are replaced by their inducible counterparts: Lmp2 
(β1i), Mecl-1 (β2i), and Lmp7 (β5i). These substitu-
tions alter the proteolytic activity of the proteasome 
complex [5, 6], as the Lmp2 (β1i) and Lmp7 (β5i) 
subunits exhibit chymotrypsin-like activity, where-
as Mecl-1 (β2i) is defined by trypsin-like activity. 
Immunoproteasomes are crucial in the generation 
of peptide antigens for MHC I presentation [7], by 
which they play a vital role in antiviral [8] and an-
titumor defense [9]. In addition to their role in anti-
gen presentation, immunoproteasomes play a crucial 
role in the regulation of proteostasis by inhibiting 
the accumulation of damaged or misfolded proteins 
within the cell [10, 11]. Furthermore, during the dif-
ferentiation of human embryonic stem cells (ESCs), 
immunoproteasome activity gradually recedes, sug-
gesting their involvement in adaptive shifts in the 
cellular state [12]. In addition, immunoproteasomes 
have been shown to participate in the degradation 
of oxidized proteins, which plays a crucial role in 
the maintenance of proteome integrity under condi-
tions of cellular differentiation-induced stress. For 
example, in mouse ESCs, immunoproteasomes are 
activated through the accumulation of oxidized pro-
teins, but this activity increases substantially during 

differentiation, not in the state of pluripotency [13, 
14]. According to our research, mouse ESCs activate 
the expression of all three catalytic subunits of the 
immunoproteasome when transitioning out of the 
naïve pluripotency state [15]. Consequently, recent 
data suggest that the role of immunoproteasomes in 
pluripotent cells may be associated with preparation 
for differentiation, thereby facilitating the degrada-
tion of damaged proteins and maintaining cellular 
homeostasis. Nonetheless, the functional role of im-
munoproteasomes in maintaining pluripotency and 
self-renewal in ESCs remains for the most part un-
explored.

Previously, we generated and characterized a 
mouse embryonic stem cell line with knockout of 
the Psmb8 gene, which encodes the immunoprotea-
some subunit Lmp7 (β5i) [16]. To examine the con-
tributions of individual catalytic subunits of the im-
munoproteasome during early embryogenesis, we 
acquired mouse ESCs with Psmb9 gene knockout, 
which encodes another catalytic subunit of the im-
munoproteasome: Lmp2 (β1i). The resulting cell lines 
underwent genotyping, karyotyping, and function-
al characterization, encompassing the assessment of 
proliferation rates, analysis of pluripotency marker 
expression, determination of the Lmp7 and Mecl-1 
expression levels, evaluation of proteasome proteo-
lytic activities, and assessment of their capacity for 
in vivo differentiation.

EXPERIMENTAL PART

Cell culture 
This study used mouse ESCs of the E14 Tg2a line. 
The cells were cultivated at  37°C in a humidi-
fied atmosphere with 5% CO2. Culture dishes were 
pre-coated with a 0.1% gelatin solution (Sigma, 
USA). The SL medium based on Knockout DMEM 
(Thermo Fisher, USA) was supplemented with 15% 
heat-inactivated fetal bovine serum (HyClone, GE 
Healthcare Life Sciences, UK), 100 U/mL penicillin 
and 100 µg/mL streptomycin (Thermo Fisher, USA), 
2 mM L-glutamine (Thermo Fisher, USA), a 100 µM 
non-essential amino acids solution (Thermo Fisher, 
USA), 100 µM β-mercaptoethanol (Sigma, Germany), 
and a 500 U/mL leukemia inhibitory factor (LIF, pro-
duced in our laboratory). 

The protein levels of the immunoproteasome sub-
units were evaluated after ESCs had been differen-
tiating for 2 days in the SL medium without LIF but 
supplemented with 0.1 μM retinoic acid (RA, Sigma). 
Subsequently, the cells remained in culture for an ad-
ditional 24 h within a medium enriched with IFNγ 
(ProSpec, Israel) at a concentration of 150 U/mL.
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Generation of Psmb9 knockout mouse ESCs 
The Psmb9 gene was inactivated uti l iz ing 
CRISPR/Cas9 genome editing technology. The 
guide RNA (gRNA) sequence (5′-GTTTGACG
GGGGTGTCGTGG-3′) was selected using the on-
line Benchling tool (https://www.benchling.com). 
This sequence was subsequently cloned into the 
pX330-U6-Chimeric_BB-CBh-hSpCas9 vector 
(Addgene, USA), which contains the gene for the 
green fluorescent protein (GFP). A control ESC line 
was generated by transfecting the cells with non-
specific gRNA (Scrambled) [17]. Transfection was 
performed using the FuGene HD reagent (Promega, 
USA) according to the manufacturer’s protocol. 
Selection of the transfected cells was performed by 
fluorescence-activated cell sorting (FACS) using an 
S3e Cell Sorter (Bio-Rad Lab., USA). The cells were 
prepared according to a previously described proce-
dure [16]. The sorted cells were plated at low density 
and cultured for 10–14 days. The selected clones were 
checked by immunoblotting with anti-Lmp2 antibod-
ies and by sequencing.

Genomic DNA extraction and sequencing
Genomic DNA was isolated according to a protocol 
described previously [17]. The regions of the flanks 
of the gRNA target site were amplified by PCR using 
the primers 5′-AACTGCAGATAACACAGTCCATC-3′ 
and 5′-CCAGGACCAGGAAAGACCTGG-3′. The prod-
ucts were cloned into the pAL2-T vector (Eurogen, 
Russia). Subsequent sequencing (Eurogen, Russia) 
was performed using the universal M13 primer. 

Potential off-target sites for the selected gRNA 
were searched for using the online Benchling tool. 
The genomic regions encompassing these potential 

off-target sites were amplified by PCR with specific 
primers (Table 1) and sequenced (Eurogen, Russia). 

Karyotyping
Metaphase spreads were prepared following a pro-
cedure described previously [18]. The microscopic 
analysis of the preparations was performed using an 
EVOS FL Auto Imaging System (Applied Biosystems, 
USA) with immersion oil at ×100 magnification. The 
chromosomes were counted using Fiji (ImageJ) soft-
ware. A cell line was considered normal if the sample 
contained more than 90% of cells with the standard 
mouse chromosome number of 40.

Determination of ESC proliferative activity
The proliferative activity of the control (Scr) and 
Psmb9 knockout (Psmb9KO) cell lines was assessed 
on the third day after seeding. The cells were pas-
saged at a concentration of 5 × 10³ live cells/cm². Prior 
to their counting, the cells were trypsinized with a 
0.05% trypsin/EDTA solution (Gibco, USA) and pellet-
ed. The pellet was then resuspended in PBS contain-
ing 50 µg/ml propidium iodide (PI). Cell counting was 
performed on a Coulter EPICS XL Flow Cytometer 
(Beckman Coulter, USA).

Immunocytochemical staining and microscopy
Immunocytochemical staining was performed ac-
cording to a procedure described previously [19]. 
Image acquisition and subsequent analysis were 
performed using a CellVoyager CQ1 high-content 
screening system (Yokogawa Electric, Japan). The 
primary antibodies used were Nanog (1 : 500, Bethyl 
A300-397), Oct4 (1  : 300, Santa Cruz sc-5279) and 
secondary antibodies conjugated to Alexa 488 and 

Table 1. gRNA sequences and possible off-target sites with primers designed for amplifying specific genomic regions

Type Sequence (5’ -> 3’) Score Cleavage-prone  
chromosomal region Primers (5’ -> 3’)

gRNA GTTTGACGGGGGTGTCGTGG 100 chr17:-34404735
AACTGCAGATAACACAGTCCATC
CCAGGACCAGGAAAGACCTGG

Off-target 1 GTGTGAAGGGGGTGTCATGG 0.9 chr7:+15781982
AAGTGCAGGTCCTCTGAAAAGAA

AGAAATGGAGTAGTGTGCTCCACAA

Off-target 2 AGTAGACGGGGGTGTCGTGC 0.9 chr16:+96466310
CTCTTGTCTTCCTCTCCCTGT
GCTTGGACCCTAGAGTGGAA

Off-target 3 GTCAGACTGGGGTGTCCTGG 0.7 chr6:+28141384
TCGGATCTAGGAAGCAGTCTC
GCAGTAGATAGCCTGAACCTG

Off-target 4 TTATGACGTGAGTGTCGTGG 0.6 chr14:-118326405
AGTCTGGTCTAGAGCTGTCCTC
TCCTTTGGGAGTAGGGCTATGT

Off-target 5 GCTGGATGGGGGTGTCTTGG 0.5 chr5:+114566059
ATAAACGGCCAAGGTCAACC

TGGGAGACACAGATTCCTAAACT
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568 fluorophores (a-11008 and a-11004), respectively 
(Invitrogen, USA).

Immunoblotting
Cell extracts were obtained using a method de-
scribed previously [15]. Each sample was separat-
ed by electrophoresis on a 13% SDS-polyacrylamide 
gel, with proteins transferred onto a 0.45 µm PVDF 
membrane in a Tris-glycine buffer (Bio-Rad, USA). 
After the transfer, the membrane was incubated in 
a solution of 5% non-fat dry milk in PBS buffer. For 
protein visualization, the membrane was incubat-
ed overnight at 4°C with specific primary antibod-
ies, followed by a 1 h incubation with the appropri-
ate secondary antibodies. Chemiluminescence was 
detected using a ChemiDoc imaging system (Bio-
Rad, USA). The study employed the following prima-
ry antibodies: Lmp2 (1 : 500, Abclonal A9549), Lmp7 
(1 : 5000, kindly provided by Prof. Dr. Ulrike Seifert, 
University Medicine Greifswald, Germany), Mecl-1 
(1 : 500, Abcam ab183506), Oct4 (1 : 500, Santa Cruz 
sc-5279), Nanog (1  : 500, Cell Signaling #8822), α7 
(1  : 1000, Enzo Life Sciences PW8110), β2 (1  : 1000, 
Enzo Life Sciences PW9300), β5 (1  :  1000, Bethyl 
A303-847), Rpn1 (1  :  1000, ServiceBio GB113525), 
Rpt2 (1  : 1000, ServiceBio GB114427), and β-Actin 
(1 : 5000, Cell Signaling #3700). Additionally, we used 
secondary antibodies conjugated to horseradish per-
oxidase (HRP): against rabbit IgG (1 : 5000, Jackson 
ImmunoResearch, 111-035-003) and against mouse 
IgG (1 : 5000, Jackson ImmunoResearch, 115-035-062).

Determining the proteasomal proteolytic activity
The caspase-like (CL) peptidase activity of the pro-
teasomes in the cell extracts (~6 µg) was measured 
using the substrate Z-LLE-AMC (carbobenzoxy-
Leu-Leu-Glu-7-amido-4-methylcoumarin) (Enzo Life 
Sciences, Germany) at a concentration of 0.25 mM. 
The reaction was conducted in a buffer containing 
50 mM Tris-HCl (pH 7.5), 5 mM MgCl2, 40 mM KCl, 
1 mM DTT, and 1 mM ATP, at 37°C for 30 minutes 
according to a previously described procedure [20]. 
The reaction was stopped by adding an equal volume 
of 2% SDS. The proteasomal activity was determined 
by measuring the fluorescence of free AMC (7-ami-
no-4-methylcoumarin) using a VersaFluor fluorome-
ter (Bio-Rad, USA) at excitation and emission wave-
lengths of 340–380 nm and 455–465 nm, respectively. 
The values obtained were normalized by subtracting 
the background fluorescence and recalculated using 
an equalization coefficient (determined after measur-
ing the protein concentration in the samples). Finally, 
the mean values and standard deviations were calcu-
lated.

Teratoma assay
All the experiments were performed on BALB/c 
mice obtained from the Lobachevsky University 
Laboratory Animal Breeding Facility (Nizhny 
Novgorod, Russia). The animals were housed in in-
dividual cages under a 12-hour light/dark cycle in a 
temperature-controlled room (22°C) with ad libitum 
access to food and water. All the studies were con-
ducted in accordance with the principles of biomed-
ical ethics outlined in the 1964 Helsinki Declaration 
and its later amendments and were approved by the 
Commission on Biological Safety and Bioethics of 
the Institute of Cytology of the Russian Academy of 
Sciences (St. Petersburg, Russia), protocol No. 02/24 
dated June 6, 2024. The resulting ESCs (2 × 106 cells) 
were injected subcutaneously into the hind limbs of 
the mice to assess their pluripotent properties. Four 
weeks after injection, the mice were euthanized. The 
resulting teratomas were excised, weighed, fixed in 
Bouin’s solution (75 ml saturated aqueous picric acid 
solution; 25 ml 40% aqueous formaldehyde solution; 
5 ml glacial acetic acid), and embedded in paraffin. 
Sections 7 µm thick were prepared from the paraf-
fin blocks, deparaffinized, stained with hematoxylin 
and eosin (BioVitrum, Russia), and examined micro-
scopically using an EVOS FL Auto Imaging System 
(Applied Biosystems, USA).

Statistical analysis
All the immunofluorescence and immunoblotting im-
ages presented in this work emanate from at least 
three independent experiments. Flow cytometry anal-
ysis was performed on a minimum of 1 × 104 cells per 
sample. The data are presented as the mean value 
± standard deviation (SD) from a minimum of three 
replicates. Statistical significance was determined at 
a level of p < 0.05 using a one-way analysis of vari-
ance (ANOVA) performed with the GraphPad Prism 
8 software.

RESULTS
ESC lines with knockout of the Psmb9 gene 
(Psmb9KO) were obtained using the CRISPR/Cas9 
genomic editing system. The gRNA targeting the 
second exon of the Psmb9 gene was cloned into the 
pX330-U6-Chimeric-BB-CBh-hSp-Cas9 plasmid. This 
plasmid also encodes the green fluorescent protein 
(GFP). The construct was introduced into the cells 
through transfection, followed by the selection of 
GFP-positive cells via fluorescence-activated cell sort-
ing (FACS) (see the Experimental Part). As a result, 
more than 20 clones lacking the Lmp2 protein were 
identified using immunoblotting data. Among these, 
clones containing indels (insertions and/or deletions) 
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in both alleles of the Psmb9 gene were identified 
by TA-cloning and sequencing (Fig. 1A). As expect-
ed, these mutations caused a frameshift, leading to 
the disruption of functional Lmp2 protein translation 
(Fig. 1B). The five most probable potential off-target 
sites (Table 1) which could have been modified due to 
nonspecific interaction with the gRNA were assessed 
in the selected Psmb9KO ESC clones. Furthermore, 
all selected Psmb9KO ESC clones were confirmed 
by chromosome counting to contain 40 chromosomes 
(Fig. 1C), corresponding to the normal karyotype of 
mouse ESCs. The morphology of the KO2-3, KO2-5, 
and KO2-15 cell lines cultured on gelatin-coated 
plastic substrates did not exhibit significant differ-
ences from that of the control cells (Scr) (Fig. 2A). 

Additionally, the proliferation and cell death rates in 
vitro for all three lines were comparable to those of 
the control lines (Fig. 2B). 

The staining intensity of the pluripotency fac-
tors Nanog, Oct4, and Sox2, as determined by im-
munocytochemical analysis, remained consistent, ir-
respective of Psmb9 gene expression levels (Fig. 3A). 
Additionally, the immunoblotting data demonstrat-
ed that the levels of the Nanog and Oct4 factors re-
mained unchanged despite the lack of the Lmp2 pro-
tein (Fig. 3B). 

Next, we assessed the ability of Psmb9KO cells to 
differentiate  in vivo within teratomas. The sizes of 
the teratomas formed by Psmb9KO cells were similar 
to those formed by the control cells (Table 2, Fig. 4A). 
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Fig. 1. Validation of Psmb9 gene knockout in mESCs. (A) Genotyping results of three mESC lines with Psmb9 gene 
knockout (KO2-3, KO2-5, KO2-15). WT – sequence of the second exon of the Psmb9 gene in wild-type mESCs. Indel 
mutations are highlighted with a red rectangle, del – deletion, in – insertion. (B) Western blot analysis of Lmp2 protein 
expression levels in the control (left) and Psmb9KO clones (right) following differentiation induced by RA and IFNγ treat-
ment (see “Experimental Part”). β-Actin served as a loading control. (C) Representative images of metaphase spreads 
from the control lines (Scr) and Psmb9KO cells; the chromosomes were stained with DAPI. The scale bar is 10 μm
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images of Psmb9KO mESCs and control lines (Scr1–3) under standard culture conditions. Colonies with a morphology 
characteristic of undifferentiated mESCs are marked with black arrows. Cells that undergo spontaneous differentia-
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Psmb9KO lines and control lines (Scr). Cell death analysis was performed using propidium iodide (PI) staining. Data are 
presented as the mean ± standard deviation (n = 3). ns – not statistically significant (one-way ANOVA)
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Fig. 3. Loss of Psmb9 expression does not affect the ex-
pression of pluripotency markers. 
(A) Immunocytochemistry staining of the pluripotency 
markers Nanog, Oct4, and Sox2; representative images of 
the control cells (Scr) and Psmb9KO cells are presented. 
The nuclei were stained with DAPI. The scale bar is 50 μm. 
(B) Western blot analysis of Nanog and Oct4 expression in 
Scr lines and Psmb9KO cells cultured in SL media. β-Actin 
was used as a loading control
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Both the control and Psmb9KO cells were demon-
strated using histological analysis to successfully dif-
ferentiate into derivatives of all three germ layers: 
areas of keratinized epithelium and neuroepithelial 
rosettes (ectoderm), cartilage (mesoderm), and cili-
ated epithelium (endoderm) (Fig. 4B). Thus, we had 
successfully generated a panel of mouse ESC lines 
with Psmb9 knockout. The panel is expected to be in-
valuable for further research. 

In Psmb9KO ESCs, the immunoblot analysis of pro-
teasomal protein expression revealed no significant 
changes in the levels of the α7, β2, and β5 subunits of 
the 20S proteasome (Fig. 5A,B). Furthermore, the pro-
tein levels of the 19S regulatory subunits (Rpn1 and 
Rpt2) remained constant, suggesting that the funda-
mental structure of the proteasome complex remains 

undisturbed in the absence of a Psmb9 gene product. 
No significant change in the expression of the immuno-
proteasome subunits Lmp7 (β5i) and Mecl-1 (β2i) was 
recorded between the Psmb9KO and control ESCs. At 
the same time, retinoic acid (RA)-differentiated and 
interferon-γ (IFNγ)-treated Psmb9KO cells tended to 
exhibit a lower content of the mature form of the im-
munoproteasome subunit Mecl-1 (β2i) while accumu-
lating its non-processed form (pro-Mecl-1) compared 
to the control ESCs. However, these differences did 
not attain statistical significance (Fig. 5A,B). That not-
withstanding, the ratio of signal levels between the 
precursor form of pro-Mecl-1 and the mature form of 
Mecl-1 indicated that the precursor accumulated more 
significantly in Psmb9-knockout cells than it did in the 
controls (Fig. 5A,B). The absence of specific antibodies 
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Fig. 4. Psmb9KO ESC lines retain pluripotency, giving rise to derivatives of all three germ layers. (A) Dot plot showing 
individual teratoma masses derived from the control (Scr) and Psmb9KO mESC lines. Horizontal lines represent the mean 
teratoma mass for each group. ns – not statistically significant (one-way ANOVA). (B) Histological analysis of terato-
mas formed by Psmb9KO ESCs. The teratomas contain cell structures representative of all three germ layers: ectoderm 
(keratinizing epithelium and neuroepithelial rosettes), mesoderm (chondroblasts and chondrocytes in mesenchyme), 
and endoderm (differentiating enterodermal epithelium). Samples were counterstained with hematoxylin and eosin. The 
scale bar is 100 μm

Table 2. Teratoma mass values from individual mice transplanted with control (Scrambled) or Psmb9 knockout 
(Psmb9KO) embryonic stem cells (ESCs)

Group ESC type Number of animals (n) Individual values of teratoma masses, g

Control

Scrambled #1 4 1.45, 0.7, 0.55, 0.47

Scrambled #2 4 0.85, 1.6, 0.86, 0.61

Scrambled #3 4 1.3, 1.15, 0.39, 0.25

Psmb9 KO

KO 2-3 2 1.9, 2.35

KO 2-5 2 0.69, 0.26

KO 2-15 2 0.38, 0.20
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Fig. 5. Analysis of proteasome activity and reactive oxygen species (ROS) production in Psmb9 knockout mESCs. The 
control cell lines (Scr1-3) and Psmb9KO mESCs (KO2-3, 2-5, and 2-1) were cultured in a SL medium. Differentiation was 
induced with retinoic acid (RA) for 2 days, followed by IFNγ treatment for 1 day. (A) Western blot analysis of constitu-
tive and immunoproteasome subunit expression in Psmb9 knockout mESCs compared to the control cells (Scr). β-Actin 
was used as a loading control. (B) Integral intensity measurements of the western blot bands shown in (A), normalized 
to β-actin. (C) Measurement of the caspase-like (CL) activity of the 20S proteasome. (D) Assessment of ROS produc-
tion. Representative histograms of cell distribution by fluorescence intensity in the FITC channel are shown. The right-
ward shift of the histogram indicates increased ROS production. Data are presented as mean ± standard deviation  
(n = 3). ns – not statistically significant; *p < 0.05 (one-way ANOVA)

was an impediment to us evaluating the levels of the 
β1 catalytic subunit in Psmb9KO cells. For this reason, 
we examined the peptidase activity of the 20S protea-
some in cell extracts employing a fluorogenic substrate 
specific to this subunit. Following RA-induced differen-
tiation and IFNγ treatment, Caspase-like activity was 
found to be significantly enhanced in Psmb9KO ESCs 
compared to the control cells, indicating an upregula-
tion of the β1 subunit in Psmb9KO cells and its incor-
poration into the 20S proteasome instead of Lmp2, β1i 
(Fig. 5C).

Competing studies suggest that the absence of 
Lmp2 in mouse and rat cells can lead to oxidative 
stress through the accumulation of reactive oxy-
gen species (ROS) [21, 22]. We conducted a com-
parative analysis of ROS production in the Psmb9 
knockout cell versus the control cell lines. Following 
RA-induced differentiation and IFNγ treatment, an 
increase in ROS levels was detected across all the 
cells under analysis. However, we found no differenc-
es in ROS production associated with Psmb9 expres-
sion (Fig. 5D). 
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DISCUSSION
The immunoproteasome subunit Lmp2 (β1i) encod-
ed by the Psmb9 gene has been reported to play a 
crucial role in numerous processes related to im-
mune defense [23–26], maintenance of cellular ho-
meostasis [10, 21, 27, 28], and tissue development [22, 
29]. Furthermore, the expression of Psmb9, along 
with other immunoproteasome subunits, has been 
demonstrated to be essential during the early stag-
es of mammalian embryogenesis [12]. Given the di-
verse functions of Lmp2 in human cells, investigat-
ing its mechanisms of action is of significant interest. 
In the present study, we generated a cell model of 
mouse ESCs with Psmb9 gene knockout using the 
CRISPR/Cas9 technology. The resulting lines exhib-
ited no impairments in the growth rate or expression 
levels of key pluripotency markers compared to the 
control lines. Moreover, they successfully formed tera-
tomas in immunodeficient mice. The histological anal-
ysis of teratomas revealed structures derived from all 
three embryonic germ layers, thus confirming the re-
tention of the pluripotent potential in Psmb9-deficient 
ESCs. The absence of Psmb9 expression did not al-
ter the protein levels of the proteasomal subunits α7 
and the catalytic β2 and β5 or the levels of the oth-
er two immunoproteasome subunits, Lmp7 (β5i) and 
Mecl-1 (β2i). However, RA-differentiated and IFNγ 
Psmb9KO-treated ESCs were observed to accumu-
late the precursor form of Mecl-1. The data suggest 
that in mouse ESCs, immunoproteasomes lacking the 
Lmp2 subunit can still exist as an intermediate, al-
beit with less efficient assembly, which aligns with 
prior studies [23]. Furthermore, the differentiation of 
Psmb9KO ESCs resulted in an elevation of caspase-
like activity in the 20S proteasome. This suggests a 
possible compensatory integration of the β1-subunit 
into the immunoproteasome complex, substituting 
Lmp2. This substitution mechanism may be interpret-
ed as an adaptive response to the absence of Lmp2, 
which maintains functional UPS activity in IFNγ-
induced differentiated cells.

The Psmb9 and Psmb8 genes, which encode the 
Lmp2 and Lmp7 subunits, respectively, are located 
within the major histocompatibility complex class II 
(MHC II) locus [30]. The part played by these sub-
units in the regulation of the immune response have 
been a subject of considerable research since they 
were first described. Impaired Lmp2 function was re-
ported to disrupt antigen presentation [24], alter the 
repertoire of CD8+ T lymphocytes [26], and cause 
an absolute collapse in their numbers in mice [25]. 
Immunoproteasomes, including Lmp2, are involved 
in the maintenance of proteostasis and the regulation 
of cell differentiation. Increased Lmp2 levels are ob-

served under cellular stress conditions, such as mito-
chondrial dysfunction in human cells, which results 
in elevated proteasome activity and reduced accu-
mulation of oxidized proteins [27]. Additionally, Lmp2 
loss is correlated with the onset of neurodegenera-
tive changes in Alzheimer’s disease. For instance, mice 
with Psmb9 knockout exhibit myelin loss, increased 
blood-brain barrier permeability, accumulation of 
amyloid-β, and elevated levels of reactive oxygen spe-
cies (ROS). Consequently, these factors contribute to 
chronic oxidative stress, amplified neuroinflammation, 
and cognitive impairment, thereby stressing the rel-
evance of Lmp2 in preserving optimal brain cell func-
tion [28]. The function of Lmp2 in tissue development 
has been demonstrated in research on neurogenesis. 
In scenarios with excessive mTORC1 complex activity, 
the lack of Lmp2 impedes the proliferation of neuro-
nal progenitors, thereby regulating their differentia-
tion [29]. Moreover, the Lmp2 subunit is essential for 
muscle cell differentiation. Immunoproteasome inhibi-
tion in myoblasts causes an increase in oxidized pro-
teins and hinders myoblast differentiation [22]. 

Given the existing data on the role of Lmp2 in the 
regulation of cellular proteostasis across different tis-
sue types, it is of particular interest to examine the 
role played by immunoproteasomes in maintaining 
ESC pluripotency and differentiation. The distinctive 
potential of ESCs for self-renewal and differentiation 
is contingent upon highly regulated processes that 
underpin genomic stability and proteostasis. The term 
“pluripotency” denotes the ability of ESCs to self-
renew and differentiate into any cell type within an 
organism, except for specific extraembryonic tissues, 
such as the trophoblast and primitive endoderm. Prior 
to embryo implantation, significant morphological and 
molecular changes occur in the epiblast, preparing 
the cells for development. Development of the post-
implantation epiblast is preceded by epiblast cell po-
larization, which is characterized by rosette formation, 
followed by the formation of the proamniotic cavity 
through embryo cavitation [31, 32]. During this phase, 
epiblast cells shift from a state of “naïve” pluripotency 
to a “primed” state, initiating their differentiation into 
ecto-, meso-, and endoderm. This transition involves 
several intermediate states with unique characteris-
tics [33]. To date, at least four distinct types of plurip-
otent cells with stable in vitro culture analogues have 
been identified [33]. 

Our prior research has demonstrated that immu-
noproteasome expression is initiated at the epiblast-
like cell stage [15], reaches its highest level on the 
third day of mesodermal differentiation (unpublished 
data), and steadily decreases until it becomes unde-
tectable. Epiblast-like cells and cells from the third 
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day of mesodermal differentiation in culture cor-
relate with postimplantation epiblast cells and the 
primitive streak stage in mouse embryo develop-
ment. According to public single-cell RNA sequenc-
ing (scRNA-seq) data, the peak of immunoproteasome 
expression also coincides with the stage of primitive 
streak formation [34, 35].

The formation of the primitive streak involves 
epiblast cells that undergo an epithelial-mesenchy-
mal transition (EMT) marked by modifications in 
cell shape due to actin cytoskeleton remodeling, the 
breakdown of intercellular junctions, degradation of 
the basement membrane, and the activation of cell-
extracellular matrix interactions [36]. Furthermore, 
epiblast cell division proceeds at a notably higher rate 
during this phase. During the transition to gastrula-
tion, mouse epiblast cells experience a reduction in 
cell cycle duration from 12 to 14 h to 6 to 8 h [37]. 
Given the substantial changes characteristic of ear-
ly embryonic development, ensuring rapid cell ad-
aptation to internal and external signals is critical. 
Immunoproteasomes are characterized by their rapid 
assembly kinetics and short half-lives [38]. The hy-
pothesis is that immunoproteasomes may degrade 
damaged and polyubiquitinated proteins more effec-
tively under conditions of stress and pro-inflamma-
tory signaling (refer to review [11]). It seems safe to 
assume that the role of immunoproteasomes in ear-
ly embryonic development is to prevent the accu-
mulation of unnecessary and/or damaged proteins. 
However, it is worth noting that mice with knockout 

of all three catalytic immunoproteasome subunits do 
not exhibit critical neonatal developmental anomalies. 
This phenomenon may be indicative of compensatory 
mechanisms that can substitute for their functions. 
The role of the immunoproteasome in maintaining 
proteostasis and participating in the differentiation of 
ESCs is expected to be clarified through studies using 
cells deprived of both individual catalytic subunits of 
the immunoproteasome and all three.

CONCLUSIONS
In conclusion, we have succeeded in generating and 
characterizing a mouse ESC line with knockout of the 
Psmb9 gene encoding the catalytic subunit of the im-
munoproteasome Lmp2 (β1i). The absence of Lmp2 
was found to have no effect on the morphology, pro-
liferative activity, and pluripotent status of ESCs. This 
cell line represents a promising tool for investigat-
ing the role of the Psmb9 gene and immunoproteas-
omes in the subsequent stages of ESC differentiation 
in vitro.  
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INTRODUCTION
Boron neutron capture therapy (BNCT) is a method 
used to treat malignant tumors by which the radio-
sensitive 10B isotope preliminarily accumulated in the 
tumor is subjected to neutron irradiation. Neutron 
absorption by 10B is accompanied by a nuclear re-
action with a substantial energy release that leads 
to cell death: 10B + 1n → 4He(α) + 7Li + 2.4 MeV [1]. 
Hypothetically, only 10B-loaded cells are expected to 
die as a result of this reaction, since alpha particles 
and lithium nuclei experience rapid deceleration and 
have short penetration ranges in biological tissues 
(5–9 μm); approximately equal to the diameter of a 
single cell. Hence, the cytotoxic effect is supposed to 
be confined to the immediate vicinity of the reaction 
site [2]. BNCT is currently under intensive develop-
ment, with efforts focused on designing compact ac-

celerator-driven neutron sources and 10B-containing 
agents characterized by in vivo biocompatibility and 
stability [3].

Today, a phenylalanine derivative containing a 10B 
atom, 4-borono-L-phenylalanine (4-BPA), is the only 
available drug approved for clinical application in 
BNCT. Thus, 4-L-10BPA has been approved for use 
under the trade name Borofalan (Steboronine®) as a 
medication for the treatment of locally recurrent head 
and neck cancer in Japan since 2020 [4].

The problems limiting the use of 4-L-10BPA are re-
lated to its low accumulation in cancer cells and poor 
solubility in water.

4-L-10BPA is delivered into cancer cells via the ac-
tive transport mechanism, through L-type amino acid 
transporters (mainly LAT-1 [5, 6]), which is indepen-
dent of both pH and the concentration of Na+ ions. 
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LAT-1, a heterodimer transmembrane protein, is in-
volved in the delivery of neutral amino acids with 
branched side chains (valine, leucine, and isoleucine), 
as well as aromatic amino acids (tryptophan and ty-
rosine) into the cell [7–9]. This transporter is likely 
to be overexpressed in many tumor types [10] and 
can be regarded as a target for 4-L-10BPA delivery. 
However, the challenge of 4-L-10BPA accumulation in 
cancer cells is related to the fact that L-type amino 
acid transporters function as antiporters: reduction 
of the extracellular concentration of L-10BPA leads 
to an efflux of intracellular L-10BPA, accompanied by 
its replacement with a different extracellular sub-
strate (e.g., tyrosine) [11]. This mechanism impedes 
attainment of the intratumoral boron concentrations 
(20–50 μg 10B/g tumor, ~109 atoms 10B/cell) needed for 
effective BNCT [12].

The clinical application of 4-L-10BPA is also sig-
nificantly complicated by its poor solubility (0.6 g/L) 
in solutions with a neutral pH. Mori et al. pro-
posed to use a complex of 4-L-10BPA with mono-
saccharides to enhance the solubility of 4-L-10BPA 
[13]. The usual method in the clinical application of 
4-L-10BPA in BNCT involves intravenous administra-
tion of a 4-L-10BPA complex with D-fructose or sor-
bitol. However, this approach is far from ideal: thus, 
a patient weighing 60 kg systemically receives 1 L 
of a solution containing 30 g of 4-L-10BPA and 31.5 g 
of D-sorbitol. Such a high burden causes side effects 
such as hypoglycemia, hepatic, and renal failure in 
individuals with hereditary fructose intolerance (as 
a result of sorbitol metabolism), as well as hematu-
ria resulting from 4-L-10BPA crystallization in urine 
[4, 14, 15].

Hence, designing novel formulations of boron-con-
taining compounds that would improve drug accu-
mulation in tumors and alleviate side effects is a top 
priority in fundamental medical research under the 
development of BNCT.

Liposomes are viewed as effective drug delivery 
systems owing to their lack of inherent toxicity, ca-
pacity to encapsulate large quantities of a drug in 
both aqueous and hydrophobic phases, as well as the 
potential for modifying the outer surface with ligands 
specific to tumor-associated antigens for active tar-
geting [16].

Previously, we had developed a system for engi-
neering nanoliposome (~ 100 nm) whose outer sur-
face is modified with a module specifically target-
ing the human epidermal growth factor receptor 
2 (HER2), while the inner aqueous environment con-
tains a large quantity (up to 10,000 molecules per 
liposome) of protein toxins [17–19] or peptide nu-
cleic acids [20]. This approach has been used in our 

study to engineer HER2-specific liposomes loaded 
with 4-L-10BPA.

EXPERIMENTAL PART

Engineering DARPin-modified 
liposomes loaded with 4-L-10BPA
Accurately weighed samples of 4-L-10BPA (Katchem, 
Czech Republic), 10 and 15 mg (three replicates used 
for each weight), were dissolved in 300 µL of Milli-Q 
water and mixed with a D-fructose solution (Sigma, 
USA) at a 1  : 1 molar ratio. Next, 1 M NaOH was 
added slowly, dropwise (within 10–15 min) until com-
plete dissolution of 4-L-10BPA had been achieved; 
pH of the solution was 10–10.5. Next, pH was slowly 
adjusted to 8.0 using concentrated 1 M HCl. A mix-
ture of phospholipids prepared from granules of L-α-
phosphatidylcholine (40%), phosphatidylethanolamine 
(16%), and phosphatidylinositol (11%) (Avanti Polar 
Lipids) was added to the resulting solution to a final 
concentration of 4 g/L. The mixture was subjected to 
five quick freeze–thaw cycles and extruded through a 
filter with a pore diameter of 100 nm. In order to re-
move the BPA–D-fructose complex not incorporated 
into the liposomes, the liposome mixture was passed 
through a NAP-5 column equilibrated with a 100 mM 
NaPi buffer, pH 8.0. Next, the liposomes were mod-
ified with 2-iminothiolane (Merck, Germany) for in-
serting the SH groups and the SH-containing lipos-
omes were conjugated to DARPin_9-29 modified with 
a sulfo-EMCS heterobifunctional crosslinker (Thermo 
Fisher Scientific, USA), according to the protocol de-
scribed in ref. [17].

The hydrodynamic size and ζ-potential of the 
targeted and non-targeted boron-loaded liposomes 
were determined on a Zetasizer Nano ZS analyzer 
(Malvern Instruments, UK). Prior to measurements, 
the samples in the solution containing 150 mM NaCl 
and 20 mM NaPi, pH 7.5, were diluted with water 
25-fold. The ζ-potential values were calculated using 
the Smoluchowski approximation.

To be used in confocal microscopy and flow cy-
tometry experiments, the DARP-Lip(BPA) samples 
were conjugated to AF-488 hydroxysuccinimide ester 
(Lumiprobe, Russia), according to the manufacturer’s 
protocol.

Quantification of boron in liposomes
The content of 4-L-10BPA loaded into the target-
ed liposomes was determined using a NexION 2000 
inductively coupled plasma mass spectrometer 
(PerkinElmer). For this purpose, 50 μL of the lipos-
ome sample was dissolved in 300 μL of aqua regia, 
incubated at 70°C for 1 h, mixed with 1,200 μL of 
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Milli-Q water, and analyzed by inductively coupled 
plasma mass spectrometry (ICP-MS). The liposome 
concentration was determined spectrophotometrically 
according to the procedure described in ref. [17] by 
recording the absorption spectrum in a quartz cuvette 
on an Ultrospec 7000 spectrophotometer (GE) in the 
wavelength range of 210–800 nm.

Cell cultures
Human ovarian carcinoma (SKOV-3) and cervical car-
cinoma (HeLa) cell lines were used in the study. Cells 
were cultured at 37°C in humidified atmosphere in a 
RPMI 1640 medium (PanEco, Russia) supplemented 
with 2 mM L-glutamine (PanEco), 10% fetal bovine 
serum (Gibco, USA), and antibiotics (10 U/mL penicil-
lin, 10 μg/mL streptomycin, PanEco).

Flow cytometry
In order to assess the ability of DARP-Lip(BPA) to 
bind to HER2, 200,000 SKOV-3 and HeLa cells were 
incubated in a complete growth medium at 37°C for 
10 min in the presence of DARP-Lip(BPA)-AF488 at 
different concentrations (350 or 150 nM) (concentra-
tion calculated on the basis of the dye; the concentra-
tion of the DARPin-modified liposomes was 1 nM and 
0.5 nM, respectively). After the incubation, the cells 
were washed thrice with PBS and analyzed using a 
NovoCyte 3000 flow cytometer. The fluorescence of 
AF488 was excited using a 488-nm laser; fluorescence 
was detected in the 530 ± 30 nm channel (the FITC 
channel).

Confocal microscopy
Bind ing  o f  the  t a rge ted  modu le  w i th in 
DARP-Lip(BPA) to HER2 on the surface of SKOV-3 
cells typically characterized by overexpression of 
this receptor was studied by confocal microsco-
py. Approximately 3,500 SKOV-3 cells were seeded 
into the wells of a 96-well glass-bottom microplate 
(Eppendorf) and cultured overnight. The next day, 
250 nM of a DARP-Lip(BPA)-AF488 conjugate (con-
centration calculated on the basis of the dye) was 
added to the cells and the mixture was incubated 
for 20 or 120 min. The nuclei were stained with 
10 nM Hoechst 33342 (10 min at 37°C). After wash-
ing of the cells thrice with PBS and addition of the 
FluoroBright medium (Gibco), an analysis using an 
LSM 980 confocal microscope (Carl Zeiss, Germany) 
with a 63× Plan-Apochromat oil-immersion objec-
tive was conducted. The fluorescence of Hoechst 
33342 was excited using a 405-nm laser and de-
tected at 410–520 nm; the fluorescence of AF488 
was excited with a 488-nm laser and detected at 
497–562 nm.

RESULTS AND DISCUSSION

Engineering and characterization of HER2-
specific liposomes loaded with 4-L-10BPA
The poor water solubility of 4-L-10BPA, low accumula-
tion in tumor tissue, and rapid clearance are the main 
obstacles in the application of 4-L-10BPA for BNCT. 
Various 4-L-10BPA carriers that would enhance the 
compatibility of this compound with aqueous media, 
increase its accumulation in the target tissue, and ex-
tend its circulation time in the bloodstream are cur-
rently under development in the attempt to solve 
these problems [21, 22]. Liposomes 100–200 nm in di-
ameter are the most commonly used drug delivery 
systems, since they penetrate through the fenestrated 
endothelium of blood vessel walls in tumors and can 
be accumulated in the underlying tumor tissue [23].

The tumor-associated antigen HER2, whose expres-
sion is typically upregulated in many human epithelial 
cancers [24], was selected as a target in liposomal tar-
geting of cancer cells. In modern medical practice, the 
HER2 tumor marker is a therapeutic target for mono-
clonal antibodies (pertuzumab and trastuzumab) and 
kinase inhibitors (lapatinib) in patients with HER2-
positive breast cancer [24].

The scaffold-designed ankyrin repeat protein 
DARPin_9-29 was used as a vector molecule to tar-
get nanoliposomes to a specific tumor-associated anti-
gen. DARPin_9-29 is an antibody mimetic capable of 
highly specifically interacting with HER2 subdomain 
I (KD= 3.8 nM) [25].

4-L-10BPA was loaded into liposomes as part of 
a complex with D-fructose at a 1  :  1 molar ratio 
(Fig. 1A). To verify the reproducibility of the proce-
dure of loading 4-L-10BPA into liposomes, six samples 
of liposomes loaded with 4-L-10BPA were prepared, 
starting at the stage of weighing of the 4-L-10BPA 
samples.

The absorption spectra of the samples #1–6 of 
DARPin-modified liposomes loaded with 4-L-10BPA 
have a characteristic peak at 270 nm due to the ab-
sorption of the incorporated 10BPA. The absorption 
spectra of empty liposomes obtained from a suspen-
sion of 1.9 mg/mL of phospholipids (the red curve 
in Fig. 1B) do not contain any peak at 270 nm.  
Otherwise, the spectra of empty and loaded liposomes 
are identical. We had previously determined that the 
molar concentration of a 1 mg/mL suspension of un-
modified liposomes is 1.1 nM [17]. DARPin_9–29 is 
characterized by weak absorption at 280 nm, since the 
protein molecule has a very low content of aromatic 
residues (five phenylalanine and no tryptophan resi-
dues). Therefore, the presence of DARPin on the lipo-
some surface does not alter the absorption spectrum 
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of the liposome. Hence, the molar concentration of the 
liposomes in samples #1–6 is 2.09 nM.

Boron content in the liposomes was quantified by 
ICP-MS. Boron concentration in the liposome sam-
ples proved independent of the initial weighed sample 
(which might indicate that the degree of filling of the 
aqueous phase with the BPA–D-fructose complex in 
the liposome is at its maximum), on average equal to 
258 ± 44 µM and corresponding to (1.2 ± 0.2) × 105 

4-L-10BPA molecules per liposome.
The size and ζ-potential of 4L-10BPA-loaded lipo-

somes, modified and non-modified with DARPin_9-29, 
were measured by dynamic and electrophoret-
ic light scattering. Conjugation of liposomes and 
DARPin_9-29 increases their hydrodynam-
ic diameter from 125.9 ± 37.2 to 151.80 ± 52.79 nm 
(Fig. 2A) and shifts the ζ-potential from -59.1 ± 10.1 
to -50.0 ± 6.96 mV (Fig. 2B). The negative ζ-potential 
of the liposomes indicates that the sample is stable 
and not prone to aggregation.

Analysis of the interaction specificity of 
DARP-Lip(BPA) with the HER2 receptor in vitro
The ability of the targeted DARPin_9-29 mod-
ule residing on the surface of 4L-10BPA-loaded li-
posomes to interact with HER2 on the cell surface 
was studied using two independent techniques: flow 
cytometry and confocal microscopy (Fig. 3). Since 
DARP-Lip(BPA) does not exhibit autofluorescence, 
the liposomes were conjugated to AF-488-NH fluores-
cent dye prior to their application in the aforemen-
tioned optical analysis methods. Two human cancer 
cell lines were used in the experiment: the SKOV-3 
ovarian carcinoma cell line, characterized by an el-
evated HER2 level on the cell surface (106 receptors 
per cell), and the HeLa cervical carcinoma cell line, 
characterized by the normal (for all epithelial tissues) 
HER2 level (104 receptors per cell). The SKOV-3 and 
HeLa cells were incubated with DARP-Lip(BPA)/
AF488 at two concentrations: 150 and 350 nM, as de-
scribed in the Experimental section. The flow cytom-
etry data demonstrate that the interaction between 
DARP-Lip(BPA) and the cells was HER2-specific. 
Hence, for the HER2-overexpressing SKOV-3 cells, 
a higher DARP-Lip(BPA)/AF488 concentration in the 
cell suspension increased the shift of the fluorescence 
intensity with respect to the control (a green curve): 
~ 13.6-fold for a DARP-Lip(BPA)/AF488 concentra-
tion of 150 nM (the blue curve) and ~ 36.9-fold for a 
DARP-Lip(BPA)/AF488 concentration of 350 nm (the 
red curve) (Fig. 3A, upper left pictogram). Meanwhile, 
the fluorescence intensity of HeLa cells proved to be 
virtually independent of the DARP-Lip(BPA)/AF488 
concentration in the medium and differed from 

the control (the green line) four- and fivefold for 
150 nM (the blue curve) and 350 nM (the red curve) 
DARP-Lip(BPA)/AF488, respectively (Fig. 3A, upper 
right pictogram). The reason behind this is the ab-
sence of unbound HER2 receptors accessible for in-
teraction with DARP-Lip(BPA) on the HeLa cell sur-
face. Non-targeting liposomes loaded with 4-L-10BPA 
shift fluorescence intensity in neither SKOV-3 nor 
HeLa cells, thus attesting to DARPin-mediated inter-
action between liposomes and cells (Fig. 3A, the lower 
series of pictograms).

The specificity of DARP-Lip(BPA) binding to HER2 
on the surface of cancer cells was also confirmed by 
confocal microscopy. Thus, characteristic staining of 
the cell membrane was observed after the SKOV-3 
cells had been co-incubated with DARP-Lip(BPA)/
AF-488 for 20 min (Fig. 3B, upper pictogram). Further 
incubation of cells in the presence of DARP-Lip(BPA) 
resulted in internalization of liposomes (during 
120 min), as indicated by green pixels in the cyto-
plasm (Fig. 3B, lower pictogram).

Fig. 1. DARPin-modified liposomes loaded with the 
4-L-10BPA-D–fructose complex. (A) The schematic rep-
resentation of DARP-Lip(BPA). The internal environment 
of liposomes is loaded with the 4-L-10BPA-D–fructose 
complex. The outer surface is modified by the HER2-spe-
cific scaffold protein DARPin_9-29. (B) The absorption 
spectra of DARPin-modified samples #1–6 containing 
4-L-10BPA and the absorption spectrum of empty lipos-
omes with a concentration of 1.9 mg/mL (red curve)
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Fig. 2. Charac-
terization of the 
hydrodynamic size 
and ζ-potential of 
DARPin_9-29-mod-
ified and unmod-
ified liposomes 
loaded with 
4-L-10BPA.  
(A) The hydro-
dynamic size of 
DARP-Lip(BPA) 
and Lip(BPA).  
(B) The ζ-potential 
of DARP-Lip(BPA) 
and Lip(BPA)
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CONCLUSIONS
A total of ~ 109 10В atoms need to accumulate in a 
cancer cell in order to ensure effective BNCT [12]. 
The applicability of 4-L-10BPA in BNCT is constrained 
by its poor water solubility and low accumulation 
in cells. This study has proposed a method for en-
gineering nanosized HER2-specific liposomes whose 
inner environment contains large quantities (~120,000 
molecules per liposome) of 4-L-10BPA. In vitro stud-
ies demonstrated that the engineered liposomes ef-
fectively interacted with the HER2 receptor on the 

surface of cancer cells and were efficiently internal-
ized. We believe that the ability of DARPin-modified 
liposomes to precision-deliver large quantities of 
4-L-10BPA into cancer cells will help solve the prob-
lem of low 4-L-10BPA accumulation and possibly open 
up new avenues for BNCT. 

This work was supported by the Russian Science 
Foundation (grant No. 24-62-00018  
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INTRODUCTION
Multiple sclerosis (MS) is a chronic autoimmune de-
myelinating disease that is associated with progres-
sive neurological symptoms and patient disability. The 
etiology of MS is based on both genetic susceptibility 
and external factors that initiate the pathological pro-
cess [1, 2]. Progress in the study of genome modifi-
cations has revealed a more intricate picture of MS 
pathogenesis, encompassing epigenetic factors such 
as alterations in DNA methylation. Alterations in the 

susceptibility to external factors and the increased 
disease development risk may be attributed to irreg-
ularities in gene expression that stem from hypo- or 
hypermethylation of regulatory regions within the 
genome [3].

A whole-genome analysis indicates notable varia-
tions in DNA methylation profiles among individuals 
with MS compared to the control group [4–6]. In the 
progressive course of MS, differentially methylated 
sites are predominantly hypermethylated [7]. The de-
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ABSTRACT The disruption of epigenetic regulation and the development of abnormal DNA methylation pat-
terns are crucial steps in the pathogenesis of neurodegenerative diseases. Methylation alterations in multi-
ple sclerosis (MS) patients may contribute to the dysregulation of gene expression linked to the regulation 
of inflammation, myelin production, and the preservation of the integrity of the myelin sheath. The possi-
bility that epigenetic alterations could be reversed provides a rationale for studying their mechanisms. In 
this study, we evaluated the methylation status of LINE-1 retrotransposons in the peripheral blood cells of 
patients with MS and healthy controls. In healthy individuals, LINE-1 methylation levels were observed to 
decrease with advancing age. MS patients exhibited a positive correlation between LINE-1 methylation and 
MS duration. The study indicates that the level of LINE-1 methylation is notably higher in progressive MS 
compared to the remitting type. LINE-1 methylation variations in MS patients were observed to be associ-
ated with the serum levels of homocysteine and vitamin B9, and dependent on the genotype for the C677T 
polymorphism of the MTHFR gene as well. The data obtained point to the contribution of the C677T poly-
morphism to the appearance of epigenetic disorders in MS development and suggest that hypermethylation 
may be mediated by disruptions in the folate metabolism that accompany MS. 
KEYWORDS methylation, LINE-1, multiple sclerosis, homocysteine, folate metabolism, C677T polymorphism.
ABBREVIATIONS MS – multiple sclerosis; CIS – clinically isolated syndrome; CNS – central nervous system; 
LINE1 – Long Interspersed Nuclear Element-1; BBB – blood-brain barrier; SAM – S-adenosylmethionine; 
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thase; MTRR – methionine synthase reductase; Hcy – homocysteine; Hcy/B9 – the ratio of homocysteine ​​
levels to vitamin B9 levels; PMNC – peripheral blood mononuclear cells; EDTA – ethylenediaminetetraacetic 
acid; EDSS – Expanded Disability Status Scale; MSSS – Multiple Sclerosis Severity Score; MS-HRM analy-
sis – Methyl-sensitive High-Resolution Melting Assay; PCR – polymerase chain reaction; AUC– Area Under 
Curve; RR MS – relapsing-remitting multiple sclerosis; PP MS – primary progressive multiple sclerosis; SP 
MS – secondary progressive multiple sclerosis.
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tectable alterations in DNA methylation influence the 
mechanisms governing blood-brain barrier (BBB) per-
meability, the regulation of the immune-inflammatory 
response, the processes of mature myelinating oligo-
dendrocyte formation, and the maintenance of my-
elin sheath stability [6, 8, 9]. A relationship has been 
identified between LINE-1 hypermethylation and a 
greater likelihood of clinical disease activity through 
the analysis of global genome methylation, assessed 
by examining LINE-1 retrotransposon methylation 
in blood cells [10]. Patients who received IFN-β and 
demonstrated high LINE-1 methylation levels were 
found to be less likely to respond adequately to im-
munomodulatory therapy [11]. Hypermethylated 
LINE-1 fragments were identified in the cell-free cir-
culating DNA of MS patients [12]. A review of DNA 
methylation studies in MS indicates that LINE-1 
methylation shows potential as a diagnostic and prog-
nostic biomarker, correlating with neurological deficit 
severity and therapeutic response [13]. 

The one-carbon metabolism is known to be close-
ly associated with the maintenance of appropriate 
methylation levels [14]. The interplay of two coor-
dinated cycles – the folate cycle and the homocys-
teine-methionine cycle – results in the production 
of S-adenosylmethionine (SAM), a universal methyl 
group donor, and S-adenosylhomocysteine (SAH), an 
inhibitor of DNA methyltransferase. The equilibrium 
of these one-carbon metabolism intermediates may be 
compromised in cases of dietary methionine deficien-
cy and deficiencies in B vitamins, which function as 
coenzymes in homocysteine remethylation reactions. 
Variations in the genes for methylenetetrahydrofo-
late reductase (MTHFR), methionine synthase (MTR), 

and methionine synthase reductase (MTRR) may af-
fect the activity of these enzymes, which are critical 
to the folate cycle. Consequently, changes in genome-
wide methylation levels can occur because of the slow 
conversion of homocysteine to methionine. The resul-
tant effects may include an increased accumulation 
of homocysteine in the blood and variations in the 
SAM/SAH ratio [15].

The purpose of this study was to evaluate the 
LINE-1 methylation status in the peripheral blood 
cells of individuals with multiple sclerosis and to as-
sess laboratory indicators of folate metabolism, spe-
cifically serum homocysteine, cyanocobalamin (vita-
min B12), and folic acid (vitamin B9). Moreover, we 
aimed to identify genotypes for significant polymor-
phisms within folate cycle genes and investigate the 
relationship between LINE-1 methylation and folate 
metabolism. 

EXPERIMENTAL PART
Twenty-seven patients were recruited for this study, 
including twenty-three diagnosed with MS accord-
ing to the 2005, 2010, and 2017 McDonald criteria 
[16, 17], and four patients with clinically isolated syn-
drome (CIS) and probable MS. Eleven patients pre-
sented a disease duration of no more than one year, 
while sixteen patients had had MS for a period rang-
ing from one to twenty-three years. All the patients 
were under outpatient observation at the clinic of the 
Almazov National Medical Research Center of the 
Ministry of Health of the Russian Federation and the 
clinic of Pavlov First Saint Petersburg State Medical 
University. The control group comprised twenty indi-
viduals with no neurological pathology. Table 1 sum-
marizes the characteristics of the examined groups. 
Neurological impairment was assessed using the 
Expanded Disability Status Scale (EDSS). The rate of 
disease progression was assessed using the Multiple 
Sclerosis Severity Score (MSSS), which was calculat-
ed based on age, disease duration, and level of disa-
bility [18]. Voluntary informed written consent was 
obtained from all patients and healthy volunteers in-
cluded in the study.

Preliminary sample preparation 
for methylation analysis 
Peripheral blood mononuclear cells (PBMCs) were ob-
tained by gradient centrifugation with Ficoll from ve-
nous blood samples drawn into vacuum tubes with an 
anticoagulant (EDTA). DNA was extracted from the 
PBMC suspension using a column method with a nu-
cleic acid isolation reagent kit (Biolabmix, Russia), in 
accordance with the manufacturer’s protocol. To eval-
uate the quality of the isolated DNA, we measured 

Table 1. Characteristics of the patients and healthy partici-
pants involved in the research

Parameter Control
(n = 20)

MS
(n = 27)

Age, years 31.0 [24.5; 39.3] 33.0 [27.5; 42.5]
Sex (F : M) 16 : 4 18 : 9
EDSS, score – 3.0 [2.0; 3.9]*
MSSS, score – 3.0 [2.1; 4.1]*

Diagnosis and MS 
course (CIS/RRMS/

SPMS/PPMS) 
– 4/18/3/2

MS Duration, years – 6.5 [2.8; 14.0]*

Note: the Age, EDSS, and MSSS data are presented as 
median [1st quartile; 3rd quartile].
*The median and interquartile ranges of EDSS, MSSS, and 
disease duration were assessed in patients with a disease 
duration exceeding one year. 
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its concentration and the A260/280 absorbance ratio 
using a NanoDrop LITE spectrophotometer (Thermo 
Fisher Scientific, USA). For bisulfite conversion, the 
BisQuick reagent kit (Eurogen, Russia) was employed, 
with a minimum of 100 ng of DNA used in the reac-
tion. 

LINE-1 methylation level
LINE-1 methylation levels were assessed using me-
thyl-sensitive high-resolution melting curve analysis 
(MS-HRM assay). PCR was performed following the 
amplification protocol and oligonucleotide primers as 
specified in [19]. Amplification, detection of fluorescent 
signals, and subsequent analysis of melting curves 
were conducted using a DT-prime detection amplifier 
(DNA-Technology, Russia). The PCR was performed 
using a final volume of 25 μL, with a prepared reac-
tion mixture that included the SYBER Green inter-
calating dye (Eurogen), 20 pmol of each primer, and 
10 ng of a bisulfite-modified DNA matrix. All the re-
actions were performed twice. 

Calibration curves were created using samples that 
were prepared to contain methylation percentages 
between 0% and 100%. Fully methylated DNA was 
prepared using CpG-methylase M.SSI (SibEnzyme, 
Russia) from the genomic DNA of human cell line 
L68 (SibEnzyme). Fully unmethylated DNA was rep-
resented by a human unmethylated DNA standard 
(CpGenome Human Non-Methylated DNA Standard 
Set, Sigma-Aldrich, Sweden). Samples of 100% meth-
ylated and unmethylated control DNA underwent 
bisulfite conversion (along with the tested samples). 
Next, the target fragment was amplified using the 
converted standard samples as a matrix. The stan-
dards were then concentration-aligned so that the dif-
ference in Ct threshold cycle values remained under 

two during real-time fluorescence signal detection. 
Subsequently, the prepared fully methylated and un-
methylated standard samples were combined in spe-
cific ratios to generate calibrators with methylation 
levels of 25%, 50%, and 75%. Following this, all calibra-
tion samples underwent amplification at each stage. 
The disparate melting profiles and temperature dif-
ferentials for the melting peaks of methylated and 
unmethylated DNA indicated amplification of the 
products, which are differ in the cytosine to the thy-
mine ratio (Fig. 1A). 

To quantify the methylation levels, the data from 
fluorescence measurements obtained at each point 
along the temperature gradient for calibrators and 
test samples were imported into Excel as a text file. 
The data were normalized, and, subsequently, a plot 
of the differences was generated for each normalized 
melting curve and compared to the baseline melting 
curve (corresponding to the 100% methylated stan-
dard sample). The area under the curve (AUC), rep-
resenting the derivative of the HRM melting curve, 
was determined for post-processing MS-HRM data. 
After normalization on the difference plot, each curve 
was displayed as it appeared when the AUC value for 
the baseline was subtracted. Examples of difference 
plots for samples with different methylation levels 
are shown in Fig. 1B. The methylation levels of the 
samples were computed by comparing their AUC val-
ues with the calibration curve derived from standard 
samples with known methylation levels, according to 
the recommendations outlined in [20].

Analysis of folate metabolism parameters
Blood samples were obtained from patients and 
healthy donors in the morning, under fasting con-
ditions, adhering to established pre-analytical pro-

Fig. 1. Assessment of LINE-1 methylation levels via methyl-sensitive high-resolution melting curve analysis (MS-HRM). 
(A) – raw melting curves and melting peaks of fully methylated (100%) and fully unmethylated (0%) standard samples; 
(B) – melting curves for the standard sample (0%) and the three tested samples with high (56%), low (12%), and medi-
um (26%) methylation levels, converted to difference plots 
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tocols. The serum levels of homocysteine, folic acid 
(vitamin B9), and cyanocobalamin (vitamin B12) were 
assessed immediately following blood collection (the 
samples were not retained). All studies were conduct-
ed in a clinical diagnostic laboratory setting. The folic 
acid content was measured using an Alisei Q.S. (Next 
Level S.R.L., Italy) enzyme immunoassay analyzer. 
Cyanocobalamin was measured via chemiluminescent 
immunoassay, using the Alinity i analyzer (Abbott 
Laboratories, USA), with homocysteine determined 
using the Roche Cobas 6 000 automated modular plat-
form, employing the immunochemical module e601 
(Roche Diagnostics, Switzerland). 

Genotyping for polymorphisms C677T  
and A1298C of the MTHFR gene, A2756G  
of the MTR gene, and A66G of the MTRR gene
Genotyping was performed by PCR using oligonucle-
otide primers and fluorescently labeled allele-specif-
ic probes (DNA-Synthesis, Russia). The primer and 
probe sequences are detailed in [21]. Genomic DNA 
was isolated from whole blood by the standard meth-
od using the “DNA-Sorb B” kit (AmpliSens, Russia). 
Statistical processing of the data was performed using 
the Statistica (v. 10) program package. The statistical 
criteria were selected depending on whether the data 
met the standards of the normal distribution.

RESULTS 

Methylation of LINE-1 in patients 
with MS and in control subjects 
The study examined the level of global genomic 
methylation in two groups: control and MS patients. 
Furthermore, we evaluated how the progression of 
the disease impacted LINE-1 methylation levels by 

comparing individuals with remitting-relapsing MS 
(RR MS) to those with progressive MS (secondary 
progressive and primary progressive MS). The com-
parison of the control group and the MS patient group 
without accounting for disease duration and course 
type revealed no significant differences (Kruskal–
Wallis test, H = 2.002; p = 0.966) (Fig. 2A). However, 
patients with progressive forms of MS exhibited a 
significantly higher methylation level compared to pa-
tients with the relapsing-remitting course (Mann–
Whitney U test, p = 0.023) (Fig. 2B). In patients with 
progressive MS, the EDSS scores, which characterize 
the level of neurological deficit according to the ex-
panded Kurtzke Disability Scale, were notably higher 
than in patients with remitting MS types. The medi-
ans and interquartile ranges for the groups were 4.0 
[3.5; 5.0] and 2.0 [1.5; 3.0] points, respectively (Mann–
Whitney U test, p = 0.012) (Fig. 2B).

Effect of age and disease duration 
on LINE-1 methylation levels
The study groups were similar in age, with a median 
age and interquartile range of 31.0 [24.5; 39.3] years in 
the control group and 33.0 [27.5; 42.5] years in the MS 
group. A significant negative correlation was found 
between the LINE-1 methylation level and age in the 
control group (r = -0.61; p = 0.004) (Fig. 3A). In MS 
patients, the significant relationship between these pa-
rameters was maintained at a similar level (r = -0.65; 
p = 0.032) only in those with a disease duration of less 
than 1 year. In patients with a longer disease duration, 
this correlation was absent, indicating a disruption of 
methylation control mechanisms in MS. Conversely, 
an increase in disease duration was associated with 
an elevation in the methylation level, as confirmed by 
correlation analysis revealing a positive relationship 

Fig. 2. LINE-1 methylation levels 
in peripheral blood mononuclear 
cells. (A) – comparison of indices 
in the control group and in the 
group of MS patients;  
(B) – comparison of indices in 
patients with RR MS, PP MS, 
and SP MS; (C) – degree of 
neurologic deficit in patients with 
remitting and progressive MS.  
* – statistically significant 
differences between groups; 
p < 0.05; ns – no significant 
differences
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between MS duration and methylation level (r = 0.47; 
p = 0.014) (Fig. 3B). When the analysis was conducted 
separately in the group of patients with relapsing-re-
mitting MS (RRMS) and excluded patients with a dis-
ease duration of less than 1 year, this trend persisted 
and manifested itself as a strong positive correlation 
(r = 0.72; p = 0.013) (Fig. 3B). Due to the limited num-
ber of observations (n = 5), a separate analysis could 
not be performed for patients with progressive MS. 
Thus, the lowest values of methylation level were ob-
served in patients with MS duration of less than 1 
year (patients at the stage of disease onset); as the 
disease progressed, the methylation level increased. 
In patients with primary progressive and secondary 
progressive courses of MS the methylation level was 
the highest. Interestingly, in patients with RRMS, the 
increase in methylation with longer disease duration 
was not associated with a rise in disability as assessed 
by the EDSS scale (no correlation was found between 
MS duration and EDSS score: r = -0.27; p = 0.452).

LINE-1 methylation levels and folate metabolism 
To determine the mechanisms contributing to meth-
ylation dysregulation in MS, the levels of homocyst-
eine and B vitamins were measured and the ratios of 
homocysteine to folic acid (Hcy/B9) and homocyst-

eine to cyanocobalamin (Hcy/B12) were calculated in 
the groups under investigation. The values for every 
indicator analyzed are given in Table 2. Additionally, 
the polymorphisms of folate cycle genes – C677T and 
A1298C of the MTHFR gene, A2756G of the MTR 
gene, and A66G of the MTRR gene – were genotyped 
for all the subjects. 

Our earlier work identified the changes in folate 
metabolism parameters specific to the initial stage of 
MS (notably, decreased homocysteine levels at adult 
MS onset) [21]. Hence, in this work, we evaluated fo-
late metabolism parameters across all MS patients, 
with a separate analysis for those with disease du-
rations of less than and greater than a year. Using 
this approach, we found that in the group of patients 
with MS, those with a duration of less than 1 year 
had predominantly low and medium values of homo-
cysteine levels. In contrast, high and medium values 
were predominant in the prolonged course (Fig. 4). 
Homocysteine levels relative to the lower quartile 
(≤ 8.45 μmol/L) and upper quartile (≥ 14.45 μmol/L) in 
the control group were taken as low and high levels.

Significant differences in the Hcy/B9 ratio were 
also identified in patients with different durations of 
multiple sclerosis (MS). In patients during the initial 
disease period, the median Hcy/B9 ratio was 0.271, 

Fig. 3. Correlation analysis data to detect changes in LINE-1 methylation levels. (A) – data from both MS patients and 
those in the control group; (B) – the blue line shows the correlation between the LINE-1 methylation level and disease 
duration for the whole group of patients, and the green line shows the results of the analysis of patients with a remitting 
course (RR MS) and duration of over 1 year
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whereas in those with a prolonged disease course, 
it was 1.724 (p = 0.007). This parameter stood at 
an intermediate value of 0.693 in the control group 
(Fig. 5A). The primary factor in the decline of this 
index during the early stages of the condition (in the 
group of patients with multiple sclerosis duration of 
less than 1 year) was the reduction in homocysteine 
levels. In contrast, folic acid levels remained normal, 
with all patients in this group exhibiting values with-
in the established reference range (7.0–46.4 nmol/L). 
Throughout the protracted course of MS, a signifi-
cant decline in B9 content was observed relative to 
the control group (Mann–Whitney U test, p = 0.024) 
and the vitamin B9 concentration was at or below the 
lower threshold of the reference interval in 10 out 
of 16 patients. Conversely, the level of homocysteine 
in patients with chronic MS tended to be high, with 
three patients presenting hyperhomocysteinemia (ho-
mocysteine concentrations exceeding 13.56 μmol/L in 
women and 16.20 μmol/L in men). Therefore, elevated 
Hcy/B9 values during the prolonged course of MS 
stemmed from heightened homocysteine levels and 
reduced vitamin B9 levels. 

Furthermore, a significant positive correlation was 
found in MS patients but not in the control group 
between the level of methylation and homocysteine 
content (r = 0.45; p = 0.020), as well as between the 
level of methylation and the Hcy/B9 ratio (r = 0.52; 
p = 0.006) (Fig. 5B,C). Regression analysis indicat-
ed that the Hcy/B9 ratio could be a predictor of the 
methylation level (p = 0.010).

Regression analysis did not reveal a statistically 
significant contribution of the studied polymorphic 
variants of folate cycle genes to changes in LINE-1 

methylation levels. Conversely, a notable decrease 
in vitamin B9 levels, when compared to the control 
group, was only observed in patients with the CC 
genotype based on the C677T polymorphism of the 
MTHFR gene, but not in carriers of the minor T allele 
(Fig. 6A). This analysis was limited to the patient co-
hort with MS duration exceeding 1 year. Individuals 
with the CC genotype also tended to have higher ho-
mocysteine concentrations (Fig. 6B) and a notable in-
crease in the Hcy/B9 ratio (Fig. 6C).

The patterns observed suggest the influence of the 
C677T polymorphism of the MTHFR gene on folate 
metabolism-mediated impairment of methylation con-
trol in patients with MS. 

Table 2. Levels of homocysteine (Hcy), folic acid (vitamin B9), vitamin B12, and the Hcy/B9 ratio in individuals with mul-
tiple sclerosis (MS) compared to a control group 

Parameter, units Control
(n = 20)

All MS 
patients 
(n = 27)

MS  
Duration Reference interval

< year (n = 11) ≥ year (n = 16)

Homocysteine, µmol/L 11.1
[8.5; 14.5]

11.7
[8.0; 14.8]

9.9
[6.35; 11.7]

13.5
[10.0; 15.5]

Men: 5.46–16.20
Women: 4.44–13.56

Vitamin B9, nmol/L 14.95
[12.0; 18.5]

12.6
[8.0; 27.0]

26.1
[15.1; 31.7]

8.36 #*
[6.1; 11.1] 7.0–46.4

Vitamin B12, pg/mL 277
[211; 392]

363
[264; 551]

300
[233; 500]

375
[277; 553] 197.0–771.0

Hcy/B9 0.693
[0.455; 1.244]

0.981
[0.251; 1.7]

0.271
[0.207; 0.719]

1.724 #

[1.129; 2.144]

Note: the data are presented as median [1st quartile; 3rd quartile].
#Significant differences between the MS patient subgroups with different disease durations (Kruskal–Wallis test with 
subsequent pairwise comparison). 
*Significant difference from the control group (Mann–Whitney U test).

Fig. 4. Homocysteine serum levels in the control subjects 
and MS patients. The concentration ranges correspond to 
the quartiles established for the control group. The data 
for each range are expressed as percentages of the entire 
cohort within their respective groups 
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Fig. 5. Alterations in the ratio of serum homocysteine and folic acid concentrations (Hcy/B9) in individuals with MS (A), 
and the correlation between alterations in homocysteine levels (B) and Hcy/B9 ratios (C) with LINE-1 methylation levels 
in peripheral blood mononuclear cells. ** – statistically significant differences between the groups, p < 0.05 (Kruskal–
Wallis test with subsequent pairwise comparisons)
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Fig. 6. Concentration of vitamin B9 (A) and homocysteine (B), and the Hcy/B9 ratio (C) in the individuals of the control 
group and the MS patients depending on the genotype for the C677T polymorphism of the MTHFR gene. ♦ – values 
deviating from the median by more than 1.5 interquartile range. * – statistically significant differences between the 
groups, p < 0.05; ** – statistically significant differences between the groups, p < 0.01
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DISCUSSION
Evaluation of the methylation level of the LINE-1 
retrotransposon serves as a surrogate marker of 
global genomic DNA methylation, as these repet-
itive genetic elements represent up to 70% of the 
methylated CpG sites within the genome [22, 23]. 
Alterations in LINE-1 methylation are also notewor-

thy, given that epigenetic silencing of retrotranspos-
ons may contribute to genome instability, chromo-
somal structural rearrangements, and malignization 
[24, 25]. In elderly individuals, the activation of 
LINE-1 retrotransposons results in the induction of 
interferon synthesis and contributes to the stimula-
tion of inflammatory responses [26].
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The present study revealed significant differences 
in the methylation level of the LINE-1 retrotranspo-
son in PMNCs in patients with remitting and progres-
sive MS, with higher methylation values found in pa-
tients with progressive MS. 

Furthermore, LINE-1 methylation levels were ob-
served to rise in multiple sclerosis patients, correlat-
ing with the length of their disease. In the control 
group, however, the level of methylation was inversely 
correlated with age. More precisely, MS alters corre-
lation patterns, such as the loss of the negative cor-
relation between age and global genomic methylation 
observed in healthy individuals, which is absent in 
patients. 

Altered levels of homocysteine, folic acid, and their 
ratio in MS patients, coupled with the correlation be-
tween these changes and LINE-1 methylation lev-
els, point to potential folate metabolism disruptions 
as a cause of hypermethylation in MS. One-carbon 
metabolism is a multi-component metabolic process 
that occurs in multiple steps. S-adenosylmethionine 
(SAM) and S-adenosylhomocysteine (SAH), which are 
intermediaries in the homocysteine-methionine cy-
cle, modulate the activity of DNA methyltransfer-
ase, with stimulatory (SAM) and inhibitory (SAH) 
effects [27, 28]. The imbalance between these metab-
olites may be attributed to several factors, such as 
dietary methionine irregularities, deficiency cofac-
tors of folate-metabolizing enzymes, and the pres-
ence of gene polymorphisms associated with homo-
cysteine remethylation. Under normal physiological 
conditions, homocysteine is readily processed, render-
ing its creation biochemically advantageous. However, 
the accumulation of homocysteine shifts the equilib-
rium towards the preferential formation of SAH, a 
potent inhibitor of methyltransferase activity due to 
its structural similarity to the SAM molecule [29, 30]. 
The DNA methyltransferase DNMT1, which is essen-
tial for maintaining methylation patterns during cell 
division, is particularly sensitive to the inhibitory ac-
tion of SAH. Consequently, an augmentation in blood 
homocysteine concentration should be correlated with 
hypomethylation, a phenomenon substantiated in sev-
eral studies [31–34]. However, in patients with MS, 
the elevated homocysteine level was associated with 
increased methylation, suggesting a disruption in the 
feedback mechanism governing DNMT activity. This 
suggestion necessitates supplementary research for 
confirmation.

It is worth noting that only four out of 27 patients 
exhibited homocysteine levels exceeding the upper 
limit of the reference range, with a peak value of 
21.5 μmol/L in one patient, indicating a moderate de-
gree of hyperhomocysteinemia. The elevation in ho-

mocysteine concentration may be insufficient to shift 
the equilibrium toward SAH formation, thereby fail-
ing to inhibit methyltransferase activity. 

The observed changes in patients with multiple 
sclerosis may be attributed to the dysregulation of the 
MTHFR enzyme, which is responsible for the conver-
sion of 5,10-methylenetetrahydrofolate to 5-methyl-
tetrahydrofolate, the adequate production of which is 
crucial for the synthesis of SAM and the availability 
of methyl groups. MTHFR is allosterically inhibited 
by SAM [35]. The absence of this mechanism results 
in 5-methyltetrahydrofolate being consistently pro-
duced, thereby facilitating increased homocysteine 
remethylation, methionine biosynthesis independent 
of its concentration, and SAM synthesis [36]. Our find-
ings may be indicative of the realization of such a 
mechanism. Thus, throughout the chronic progression 
of MS, an elevation in the percentage of patients ex-
hibiting high serum homocysteine levels (relative to 
the average in the control group) was observed, with 
more frequent indications of folate deficiency and a 
predictable increase in the Hcy/B9 ratio. An exami-
nation of these parameters in relation to the C677T 
polymorphism of the MTHFR gene genotype revealed 
a greater propensity for these changes in individu-
als with the CC genotype. Alterations in folate me-
tabolism demonstrated a correlation with methylation 
level changes. Therefore, it is reasonable to hypoth-
esize that the influence of the C allele of this poly-
morphic variant contributes to the manifestation of 
epigenetic disorders in the development of MS. The 
hypothesis is supported by the finding that a mis-
sense mutation at position 677 of the MTHFR gene 
causes a decrease in enzyme activity [37]. MTHFR 
catalyzes the conversion of tetrahydrofolate to 5-me-
thyltetrahydrofolate, providing a substrate for the 
MTR-mediated remethylation of homocysteine to me-
thionine. The presence of the T allele of the C677T 
polymorphism in the MTHFR gene lowers enzyme 
activity by a maximum of 70% in heterozygous and 
30% in homozygous carriers. Consequently, a marked 
reduction in vitamin B9 levels among carriers of the 
“active” gene variant (genotype CC) might be linked 
to its increased utilization in the process of convert-
ing homocysteine to methionine, maintaining methio-
nine concentrations, facilitating SAM formation, and 
sustaining a high methylation potential. The idea pre-
sented here is congruent with prior findings, which 
suggest that individuals with the TT genotype of the 
C677T polymorphism exhibit decreased global meth-
ylation in lymphocyte DNA [38]. Additionally, the ef-
fect of hyperhomocysteinemia on peripheral mono-
nuclear cell methylation is determined by the C677T 
polymorphism genotype of the MTHFR gene and fo-
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late levels: a reduction in methylcytosine levels was 
noted in individuals with the TT genotype and dimin-
ished blood folate [39].

CONCLUSION
The present study is the first to demonstrate a con-
nection between LINE-1 methylation levels in multi-
ple sclerosis and the folate metabolism status. Overall, 
the obtained results are in good agreement with the 
current understanding of the influence of metabolic 
processes on the key epigenetic phenomenon – DNA 
methylation. One-carbon fragment metabolism dis-
orders can be triggered by inadequate vitamin and 
nutrient intake or by polymorphic variations in the 
genes involved in the folic acid and homocysteine 
remethylation processes. The development of aber-
rant methylation patterns and persistent alterations in 
gene expression is attributable to diminished methyl 

donor availability and dysregulated methyltransferase 
activity, both consequences of an impaired folate me-
tabolism. It should be emphasized that epigenetic al-
terations are regulated and can be reversed. Future 
research endeavors should prioritize the develop-
ment of algorithms to correct metabolic disorders and 
maintain sufficient methylation levels.  
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ABSTRACT OrthopoxVac, a fourth-generation smallpox vaccine, was the first of its kind registered worldwide 
in 2022, and it has been shown to be both safe and to induce only a mild reaction. A six-month clinical study 
confirmed its immunogenicity as compared to the first-generation live smallpox vaccine. Our study aimed to 
determine the levels of specific humoral and T-cell immune responses in volunteers following intradermal 
OrthopoxVac vaccine administration either in a single dose of 107 PoFU or in two doses of 106 PoFU, at 1.5, 3, 
and 5 years after initial vaccination. Following the immunization of volunteers with the OrthopoxVac vaccine 
at a dosage of 107 PoFU, the T-helper response remained at a relatively high level for three years, before it 
significantly dropped. Administration of the same vaccine twice at a dose of 106 PoFU resulted in a considera-
ble decrease in the level of T-helpers, after 1.5 years. Additionally, some patients exhibited a reduction in viral 
neutralizing antibody (VNA) titers after 1.5 years of OrthopoxVac vaccine administration. When OrthopoxVac 
was administered at a dosage of 107 PoFU, no substantial differences were noted between groups at the 1.5-, 
3-, and 5-year marks. In contrast, in the groups receiving two doses of 106 PoFU, VNA titers showed a sig-
nificant reduction after 1.5 years. These findings indicate that a single intradermal dose of 107 PoFU of the 
OrthopoxVac vaccine elicits a significant and lasting immune response involving both antibodies and T-cells 
for a minimum of three years.
KEYWORDS smallpox, monkeypox, vaccinia virus, vaccination, antibodies, T-cells. 
ABBREVIATIONS VNA – virus neutralizing antibodies; VACV – vaccinia virus; LSV – live smallpox vaccine; 
WHO – World Health Organization; CS – clinical studies; PFU – plaque forming unit; PoFU – pock forming 
unit; GMT – geometric mean titer; PBMC – peripheral blood mononuclear cells.

INTRODUCTION
Smallpox, a highly toxic, deadly, and extremely con-
tagious human infectious disease, is also the only dis-
ease eradicated amongst humans through a global 
vaccination and epidemic surveillance campaign by 
the World Health Organization (WHO). This achieve-
ment remains one of the greatest triumphs of medical 
science [1]. 

The smallpox eradication program extensively uti-
lized first-generation vaccines, which were mainly 
derived from the vaccinia virus (VACV). The virus 
was propagated on the skin of live animals, predomi-
nantly calves, with sheep, buffalo, and rabbits being 
used to a lesser extent. A major disadvantage of these 
vaccines has remained the high rate of serious post-
vaccination complications, especially in people with 
immunodeficiencies, atopic dermatitis, and elderly in-

dividuals who have never received the smallpox vac-
cine [1, 2].

Adverse reactions, with varying degrees of preva-
lence and intensity, occur in approximately 20–30% of 
individuals that are vaccinated with the first-gener-
ation smallpox vaccine. The most frequently report-
ed adverse reactions are low-grade fever, headache, 
lymph node swelling, skin inflammation, and fatigue. 
Significantly fewer individuals who receive the vac-
cine experience severer conditions, such as eczema, 
generalized or progressive vaccinia, encephalitis, or 
myopericarditis. Serious adverse events are observed 
in only a small fraction of vaccinated individuals, up 
to several hundreds per million, and fatalities amount 
to one or two patients per million [1, 3]. Given the se-
vere post-vaccine complications that had accompanied 
the classical live vaccine and after confirmation of the 
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eradication of smallpox in 1980, the WHO issued a 
strong recommendation to all nations that they dis-
continue vaccination against the infection [1, 2]. 

It is important to note that natural reservoirs har-
bor zoonotic orthopoxviruses closely related to the 
variola virus, including the monkeypox virus, cowpox 
virus, and other viruses that can infect humans [4]. 
Due to the cessation of smallpox vaccination, a consid-
erable number of people, mainly those under 45 years 
of age, are no longer protected against orthopoxvirus 
infections. In the past few years, multiple outbreaks 
of zoonotic orthopoxvirus infections have been report-
ed in human populations across geographical regions 
[2, 4]. Of significant concern has been the incidence of 
human monkeypox virus infections that resulted in 
an epidemic of this orthopoxvirus disease that spread 
across all continents between 2022 and 2023, affecting 
populations in over 100 countries [5]. At the moment, 
the primary area of concern regarding human mon-
keypox transmission is Africa [6]. Thus, renewed and 
intensified attention should now be focused on the 
possibility of a resurgence of smallpox or a compa-
rable, dangerous disease that is a result of the natural 
evolution of zoonotic orthopoxvirus infectious agents 
[7, 8].

To lower the risk of widespread epidemics that 
stem from localized outbreaks and the natural evo-
lution of a highly pathogenic human orthopoxvirus, 
researchers should prioritize the development of safe, 
new-generation live vaccines based on VACV. These 
factors highlight the scientific and practical signifi-
cance of, as well as the urgency for; an updated strat-

egy in the realm of vaccine prophylaxis against infec-
tions caused by orthopoxviruses.

Advancements in genetic engineering techniques 
have enabled the design of modified VACV vari-
ants through the targeted insertion of sequences into 
the viral genome, or by deleting or disrupting spe-
cific virulence genes [9, 10], while maintaining the 
genes essential for viral replication in cell culture. 
Deactivating virulence genes can markedly dimin-
ish the pathogenic attributes of VACV. A particularly 
promising avenue of research involves the develop-
ment of highly attenuated variants of VACV through 
genetic engineering which exhibit an immunogenic-
ity and protective efficacy similar to that of the origi-
nal smallpox vaccine, but with significantly reduced 
pathogenicity.

OrthopoxVac, our fourth-generation live vaccine, 
is a variant designed to protect against smallpox and 
other orthopoxvirus infections. This vaccine uses the 
VAC∆6 strain, which harbors six gene disruptions 
(C3L, N1L, J2R, A35R, A56R, and B8R) and is culti-
vated in the 4647-cell culture [2, 11].

It is important to study the length of the immune 
response after vaccination in people who have re-
ceived the OrthopoxVac vaccine. The results should 
be compared to the immune response triggered by 
the live smallpox vaccine (LSV) earlier used in Russia 
[12]. Such a study will provide insights into the ne-
cessity for and timing of revaccination using the new 
fourth-generation vaccine. 

This research aimed to delve into post-registration 
data from the OrthopoxVac vaccine (a live culture 

Screened
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N=76

CS VAC∆6-01/18
N=29

CS VAC∆6-01/20
N=30

Group 1 
OrthopoxVac 

single dose 
107 PoFU

Group 2 
OrthopoxVac 
double dose 

106 PoFU

Group 5 
OrthopoxVac 

single dose 
107 PoFU

Group 6 
OrthopoxVac 
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Positive  
control  

OspaVir + LSV

Group 3  
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control  
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Group 4  
Negative  
control

Control Group
N=17

Fig. 1. The scheme to distribute volunteers by groups
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vaccine for the prevention of smallpox and related 
orthopoxvirus infections based on the vaccinia virus), 
focusing on the level and duration of the immune 
protection provided by both antibodies and T cells.

EXPERIMENTAL PART

Overall study design
A randomized, comparative, parallel-group study was 
performed, enrolling 76 subjects (male and female) 
aged between 25 and 40 years, who satisfied the in-
clusion criteria, met no exclusion criteria, and had 
prior participated in Phase I (CS VAC∆6-01/18) and 
Phase II/III (CS VAC∆6-01/20) clinical studies (CS) of 
OrthopoxVac vaccine (Fig. 1). 

Group 1 comprised 15 healthy volunteers (7 men 
and 8 women) enrolled in the VAC∆6-01/20 clinical 
study who received a single intradermal vaccination 
with the OrthopoxVac vaccine at a dose of 107 PoFU;

Group 2 comprised 15 healthy volunteers (6 men 
and 9 women) enrolled in the VAC∆6-01/20 clinical 
study and vaccinated twice intradermally with the 
OrthopoxVac vaccine at a dose of 106 PoFU at inter-
vals of 28 days;

Group 3 (positive control, PC) comprised 7 healthy 
volunteers (4 men and 3 women) who had worked 
with viruses of the genus Orthopoxvirus and were 
vaccinated using a two-stage method with the inac-
tivated smallpox vaccine OspaVir and, after 7 days, 
again with a live smallpox vaccine based on the strain 
L-IVP VACV (“Microgen”, Russia) as described in the 
previous paper [13] (OspaVir + LSV, 2020);

Group 4 (negative control, NC) consisted of 10 
healthy volunteers (6 men and 4 women) who had 
never been previously immunized with any smallpox 
vaccine, had had no contact with patients immunized 
with a smallpox vaccine, and had never handled vi-
ruses belonging to the genus Orthopoxvirus;

Group 5 comprised 9 healthy volunteers (3 men 
and 6 women) who had participated in the VAC∆6-
01/18 clinical study and were administered a single 
intradermal vaccination of the OrthopoxVac vaccine, 
at a dosage of 107 PoFU;

Group 6 comprised 10 healthy volunteers 
(7 men and 3 women) enrolled in the clinical study 
VAC∆6-01/18 who had received two intradermal vac-
cinations of the OrthopoxVac vaccine (106 PoFU) at 
28-day intervals; and

Group 7 (PC) comprised 10 healthy volunteers 
(5 men and 5 women) who had participated in the 
VAC∆6-01/18 clinical study and were vaccinated using 
the two-stage method of OspaVir + LSV.

Each patient provided written informed consent 
before inclusion in the study.

Viruses, cell culture
The research employed the L-IVP [9] and VAC∆6 
VACV [11] strains and the CV-1 African green mar-
moset kidney cell line, which were sourced from the 
cell culture collection of the State Research Center of 
Virology and Biotechnology “Vector”, Rospotrebnadzor.

Collection of blood samples from the volunteers 
Blood sampling was performed from the ulnar vein 
in the hospital and inoculation room with observance 
of aseptic and antiseptic rules. A volume of 30–35 mL 
of blood was drawn during a single collection, using 
vacuum tubes. This work was performed at the clin-
ical base of the Federal State Budgetary Healthcare 
Institution, Medical and Sanitary Unit No. 163 of the 
Federal Medical and Biological Agency of Russia.

The study was approved by the Ethical Committee 
of the State Research Center of Virology and 
Biotechnology “Vector”, Rospotrebnadzor (Protocol 
No. 10 of the Ethical Committee meeting, February 
14, 2024).

For the assessment of humoral immunity, serum 
was obtained from blood samples by precipitating the 
formed elements via centrifugation for 10 minutes at 
1,000 × g and 4°C. The resulting serum samples were 
heat-inactivated at 56°C for 30 minutes and stored at 
-20°C. 

Immunoenzymatic analysis of blood sera
The titers of specific antibodies were determined by 
ELISA using the “Veсtor ELISA Pox-IgG reagent kit 
for the immunoenzymatic detection of class G anti-
bodies to poxvirus antigens” (Registration Certificate 
No. RZN 2022/15638), in accordance with the manu-
facturer’s instructions [14]. 

Determination of the viral-
neutralizing antibody titer in sera
A plaque reduction assay of the VACV strain L-IVP 
in the CV-1 cell culture was used to determine the 
titer of virus-neutralizing antibodies (VNA). Four se-
rial two-fold dilutions of a volunteer serum samples 
were prepared for the assay starting from 1 : 10 up 
to 1  : 80. Additional double dilutions, ranging from 
1 : 160 to 1 : 1,280, were utilized to specify VNA ti-
ters for samples that demonstrated serum neutral-
izing activity beyond 1 : 80. Subsequently, an equal 
volume of the VACV dilution, with a titer of approx-
imately 400 PFU/mL (approximately 40 PFU/well), 
was added to the prepared serum dilutions. The re-
sulting mixtures were incubated at 37°C for 1 h. All 
the serum and virus dilutions were prepared using 
a maintenance medium: a DMEM/F-12 nutrient me-
dium (1  : 1) supplemented with a 2% fetal bovine 
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serum (FBS), 100 IU/mL penicillin, and 100 μg/mL 
streptomycin.

Subsequently, 200 µL of each serum-virus mix-
ture was applied onto a 90–100% confluent monolayer 
of CV-1 cells grown in a 24-well culture plate, us-
ing three wells per serum dilution. Viral adsorption 
was carried out for 1 h at 37°C in a humidified atmo-
sphere containing 5% CO2. After the adsorption pe-
riod, the maintenance medium (1 mL/well) was added 
and the cells were incubated for an additional 48 h 
at 37°C and 5% CO2. Following the incubation period, 
the culture medium was removed and the cells were 
fixed and stained for 15 minutes by applying a solu-
tion of 0.2% crystal violet in a 9.6% ethanol aqueous 
solution containing 2% formaldehyde (approximately 
0.2 mL/well). Subsequently, the dye was removed and 
the culture plate was dried at room temperature.

The number of plaques, representing the foci of 
cellular monolayer destruction with distinctive white 
spots on a blue background, was quantified in the 
CV-1 cell culture monolayer, and the serum dilutions 
that inhibited 50% PFU formation compared to the 
number of PFU in the negative control group (non-
immune serum wells) were determined. Calculations 
were performed using the Spearman-Kärber method, 
and the results were expressed as the 50% plaque-
reduction neutralization titer.

Peripheral blood mononuclear cell (PBMC) isolation
Venous blood was obtained from volunteers and col-
lected in heparinized tubes (10 U/mL). PBMCs were 
isolated in a ficoll density gradient of 1.077 g/mL. The 
collected cell suspension was washed three times with 
the DMEM/F12 medium supplemented with 5% FBS, 
and the cells were pelleted via centrifugation at 350 g 
for 15 minutes at a temperature of (10 ± 2)°C. The 
cellular sediment was resuspended in the DMEM/F12 
medium supplemented with 15% FBS. Following this, 
a cell suspension at a concentration of 10 million 
cells/mL was prepared and 100 μL of the suspension 
was added to the wells of a 96-well flat-bottom cul-
ture plate (1 × 106 cells/well).

Intracellular staining of cells for cytokines 
The cell-mediated immune response was evaluated 
via intracellular cytokine staining following stimula-
tion of PBMC with antigen. Each sample was eval-
uated using the following conditions: unstimulated 
cells (background control), cells stimulated with vi-
rus-containing material (purified vaccinia virus strain 
VACΔ6, 4.0 µg of total protein), and a positive con-
trol comprising cells stimulated with 50 ng/mL phor-
bol 12-myristate 13-acetate (Sigma-Aldrich, USA) 
and 0.5 µg/mL ionophore (Calcium Ionophore A23187; 

Sigma-Aldrich, USA). The cells were incubated at 
37°C in a 5.0% CO2 atmosphere for 8 h, followed by 
the addition of GolgiPlug (BD Biosciences, USA) to 
each well in accordance with the manufacturer’s in-
structions, and followed again by additional overnight 
incubation at 37°C within a 5.0% CO2 atmosphere. 
After stimulation, the cells underwent washing using 
a phosphate-buffered saline solution with a 2% casein 
hydrolysate. Next, the cells were stained for 40 min at 
4°C with the Fixable Viability Stain 780 dye and the 
monoclonal antibodies CD3 (clone SK7, BV786), CD4 
(clone RPA-T4, PerCP-Cy 5.5), CD8 (clone RPA-T8, 
Alexa Fluor 700), and CD45RA (clone HI100, BV510), 
CCR7 (CD197) (clone 3D12, PE-Cy7) (BD Biosciences). 
Subsequently, the cells were washed three times us-
ing a 2% phosphate-salt buffer solution and incu-
bated for 20 minutes with 100 μl of the Fixation/
Permeabilization solution (BD Biosciences). Following 
incubation, the samples were washed thrice using 1× 
wash buffer (BD Perm/Wash™ Buffer, BD Biosciences) 
and stained for 40 minutes with monoclonal antibod-
ies specific to interleukin-2 (IL-2, clone MQ1 17H12, 
APC), tumor necrosis factor (TNF, clone MAb11, 
PE), and interferon-γ (IFN-γ, clone B27, BV421, BD 
Biosciences). After washing three times with 1× wash 
buffer, the cells were fixed in 300 μL of 1× buffer 
(BD CellFix, BD Biosciences). The fixed cells were as-
sessed using an ACEA NOVOCite Quanteon 4025 flow 
cytometer (Agilent Technologies, USA). Data analysis 
was performed with the NovoExpress software ver-
sion 1.5.0.

The cytometric analysis used the following gating 
strategy (Fig. 2). The lymphocyte population was first 
identified based on forward and side scatter char-
acteristics (Fig. 2A). Subsequently, singletons (single 
cells) were isolated: the abscissa represents the inte-
gral signal of direct light scattering, and the ordinate 
represents the peak signal of direct light scattering 
(Fig. 2B). Next, live cells negative for APC-Cy7 were 
isolated from single cells (Fig. 2C). BV786-positive 
T cells were gated according to the CD3 expression 
level (Fig. 2D). Cytotoxic T lymphocytes (CD3+CD8+ 
phenotype) were differentiated from helper T lym-
phocytes (CD3+CD4+ phenotype) using the histogram 
presented in Fig. 2E. The graph in Fig. 2F depicts 
cytokine-positive T helper cells, specifically those pro-
ducing the tumor necrosis factor (TNF) and interfer-
on-gamma (IFN-γ). The graph in Fig. 2F illustrates 
T-helper cells, identified by their positivity for the 
TNF and IFN-γ cytokines.

Statistical data analysis 
Statistical analysis was performed using one-fac-
tor analysis of variance (ANOVA) for three or more 
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groups. A comparison of the two groups was conduct-
ed using the F-criterion. Statistical significance was 
established for result variations at p < 0.05.

RESULTS 

Detection of VACV-specific antibodies by ELISA
A reliable condition of vaccination efficacy is to use 
the antibody titers in the control group samples as 
a comparative benchmark: the negative control (NC) 
group, comprising samples from volunteers who had 
until then never been vaccinated with smallpox vac-
cines, had no contact with vaccinated patients, and 
had had no occupational exposure to orthopoxviruses 
and the positive control (PC) group, which consists of 
samples from volunteers vaccinated with a first-gen-
eration vaccine, collected 3 and 5 years post-vaccina-
tion.

In the experimental groups of phase II/III clini-
cal studies, three years post-vaccination, the percent-
age of volunteers exhibiting ELISA titers ≥ 1  : 100 
was 86.7% following a single 107 PoFU dose of 
OrthopoxVac, and 92.8% after two administrations of 
a 106 PoFU dose. After five years, no serum samples 
from the phase I clinical study volunteer groups ex-
hibited titers below 1 : 100.

The geometric mean titer (GMT) of specific IgG 
detected by ELISA was established to be 46 in the 

NC group, with an error range of 36 to 58 for the 95% 
confidence interval. 

The remaining control and experimental groups 
exhibited significantly different values, with consid-
erably expanded error margins. For example, three 
years post-vaccination, the GMT values were 212 
(121–372), 292 (155–555), and 518 (137–1952) in the 
107 PoFU, 2 × 106 PoFU, and PC groups, respectively. 
Five years post-vaccination, the GMT values in the 
same groups were 1131 (619–2065), 510 (251–1038), 
and 379 (204–704), respectively. A logarithmic inter-
pretation of the obtained data is presented in Fig. 3.

Statistically significant differences were observed 
only within the NC group, relative to the other three 
groups at both the three-year and five-year post-vac-
cination intervals (Fig. 3). In the remaining pairs of 
groups, the differences are not significant.

Determination of virus-neutralizing antibody 
titers in the VACV neutralization assay
The conferring of protective immunity against small-
pox and other orthopoxvirus infections is significant-
ly influenced by virus-neutralizing antibodies [15, 
16]. The measured VNA titer can depend on the spe-
cific virus-cell culture pair and the details of the 
methodology used. Therefore, a surefire criterion for 
evaluating vaccination efficacy for this indicator is to 
use the first-generation vaccine as a control. Its ef-
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ficacy against smallpox has been previously demon-
strated.

Our findings (Fig. 4) demonstrate that 1.5 years af-
ter vaccination with OrthopoxVac and LSV, the VNA 
levels were notably higher in all vaccinated volunteer 
groups than they were in the NC group, with no sig-
nificant differences observed in VNA titers between 
the compared vaccinated groups.

Analysis of a NC group patient sera via plaque in-
hibition reaction yielded a GMT VNA value of 1 : 7.

In the experimental groups of phase II/III clini-
cal studies 1.5 years after vaccination, the number 
of volunteers with VNA titers of ≥ 1 : 10 was 60.0% 
when OrthopoxVac was administered once at a dose 
of 107 PoFU and 73.3% when vaccinated twice at a 
dose of 106 PoFU. The VNA titers of all volunteers 
vaccinated with LSV was above 1 : 10. 

Within the same groups, the proportion of volun-
teers with VNA titers of ≥ 1 : 10 after 3 years was 
53.3% following a single OrtopoxVac vaccine immuni-
zation at a dosage of 107 PoFU and 57.1% following a 
double immunization at a dosage of 106 PoFU, which 

suggests a gradual decrease in VNA titer over time 
post-vaccination. VNA titers above 1  : 10 were ob-
served in all LSV-inoculated participants.

The number of volunteers enrolled in phase I clini-
cal studies with VNA titers of ≥ 1 : 10 after 5 years 
was 77.8% when OrthopoxVac was administered once 
at a dose of 107 PoFU and 67.7% when vaccinated 
twice at a dose of 106 PoFU. The number of volun-
teers vaccinated by the two-stage method with the 
first-generation vaccine with VNA titers of 1 : 10 or 
more after 5 years stood at 88.9% (Fig. 4).

At 3 years and 5 years after immunization, sig-
nificant reductions in VNA levels were observed 
in groups of individuals double-vaccinated with 
OrthopoxVac at a dose of 106 PoFU compared to the 
levels determined 1.5 years after vaccination (Fig. 4B). 
In groups vaccinated with a single dose of OrtopoxVac 
at 107 PoFU, some decrease in VNA titers was ob-
served after 3 and 5 years, with these not significant-
ly different from the titers at 1.5 years (Fig. 4A).

No significant differences in VNA titers were 
found between the groups of patients vaccinated us-

Fig. 3. Logarithms of the ELISA titers of specific IgG to VACV antigens in the blood sera of volunteers from clinical 
studies of the OrthopoxVac vaccine. NC group (comparison group, negative control) – volunteers who had not been 
vaccinated with smallpox vaccines, had not  been in contact with patients vaccinated with smallpox vaccines, and did 
not work with viruses of the genus Orthopoxvirus; PC group (positive control) – volunteers vaccinated by the two-
stage method with the smallpox inactivated OspaVir vaccine and after 7 days with a live smallpox vaccine based on 
the L-IVP strain (Microgen); 107 group –  volunteers vaccinated once intradermally with the OrthopoxVac vaccine at 
a dose of 107 PoFU/0.2 mL; 2 × 106 group – volunteers vaccinated twice at 28-day intervals, intradermally at a dose 
of 106 PoFU/0.2 mL. The significance of the differences between the groups was determined by the F criterion. Each 
point represents a single volunteer. Horizontal lines denote GMT values for each group
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Fig. 4. The neutralizing 
activity of the blood sera 
of volunteers vaccinated 
in phases I and II/III clinical 
studies of the Orthopox-
Vac vaccine. Virus-neu-
tralizing antibody titers 
were assessed via the 
plaque reduction assay of 
VACV (strain L-IVP) on 
CV-1 cell cultures. The 
data are presented in the 
form of -lg, with each point 
representing a single vol-
unteer and horizontal lines 
indicating the levels of 
GMT of antibodies in the 
groups. The significance of 
the differences between 
the groups was deter-
mined by the F criterion. 
Presented are data on 
VNA titers at 1.5, 3, and 5 
years post-vaccination for: 
(A) group – volunteers 
vaccinated once intrader-
mally with the Orthopox-
Vac vaccine at a dose of 
107 PoFU/0.2 mL; (B) 
group – volunteers vacci-
nated twice with an inter-
val of 28 days intradermal-
ly with the OrthopoxVac 
vaccine at a dose of 106 
PoFU/0.2 mL; (C) group 
(positive control) – vol-
unteers vaccinated with 
a two-stage technique: 
inactivated smallpox 
vaccine and then Smallpox 
live vaccine; NC group 
(comparison group, nega-
tive control) – volunteers 
who were not vaccinated 
with smallpox vaccines, 
were not in contact with 
patients vaccinated with 
smallpox vaccines, and did 
not work with viruses of 
the genus Orthopoxvirus
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ing the two-step method (Inactivated smallpox vac-
cine OspaVir followed by LSV) at 1.5, 3, and 5 years 
(Fig. 4C).

Evaluation of T cell anti-smallpox immunity
The cell-mediated immune response was determined 
using an intracellular cytokine staining protocol, 
which detects specific T cells based on their abili-
ty to produce cytokines, including IFN-γ, TNF, and 
IL-2, after costimulation of peripheral blood mononu-
clear cells (PBMCs) ex vivo with the VACΔ6 strain of 
VACV (see the Experimental Section).

A cytometric analysis of PBMC samples revealed 
the presence of VACV-specific T helper (CD4+) and 
cytotoxic T lymphocytes (CD8+) 1.5 years post-vacci-
nation. After a 20-h stimulation of PBMCs with the 
VACΔ6 VACV strain, an increase in the number of 
CD4+IFN-γ+ and CD8+IFN-γ+ T-cells was observed. 
Up to 80–90% of the antigen-specific cells were posi-
tive for triple (CD4+IFN-γ+TNF+IL-2+) or double 
(CD8+IFN-γ+TNF+) cytokine expression. 

VACV-specific CD8+ T-cells were detect-
ed in most volunteers from the groups vaccinat-
ed with OrtopoxVac (both single dose 107 PoFU 
and double dose 106 PoFU). Up to 90% of the 
CD8+IFN-γ+TNF+cell population was negative 
for the CD57 marker, indicating that these T-cells 
had not reached a state of terminal differentia-
tion/exhaustion. In both groups immunized with 
OrthopoxVac, the level of CD8+IFN-γ+TNF+ cells 
significantly exceeded the corresponding values in 
the positive control group – volunteers immunized 
with a first-generation smallpox vaccine (Fig. 5). 

A f t e r  1 . 5  y e a r s ,  t h e  q u a n t i t y  o f 
CD4+IFN-γ+TNF+IL-2+ T-helper cells within both 
volunteer groups vaccinated with OrthopoxVac pre-
sented no statistically significant differences when 
compared to the group inoculated with the first-gen-
eration live smallpox vaccine (LSV) (Fig. 6).

Additionally, the expression of the memory mark-
ers CCR7 (CD197) and CD45RA was analyzed in 
VACV-specific CD4+ and CD8+ T cells. The effec-
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Fig. 5. The percentage of VACV-specific CD8+ T cells producing FN-γ and TNF in PBMC samples from volunteers 
vaccinated with the smallpox vaccine in clinical studies 1.5 years after vaccination. NC group (comparison group, 
negative control) – volunteers not vaccinated with smallpox vaccines, with no contact with patients vaccinated with 
smallpox vaccines, and who did not work with viruses of the genus Orthopoxvirus; PC group (positive control) – vol-
unteers vaccinated by the two-stage method with the smallpox-inactivated OspaVir vaccine and after 7 days with the 
live smallpox vaccine based on the L-IVP strain (Microgen); 107 group – volunteers vaccinated once intradermally with 
the OrthopoxVac vaccine at a dose of 107 PoFU/0.2 mL; 2 × 106 group – volunteers vaccinated twice with a 28-day 
interval, intradermally at a dose of 106 PoFU/0.2 mL. The significance of the differences between the groups was deter-
mined by the F criterion. Each point represents a single volunteer
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Fig. 6. The percentage of VACV-specific CD4+ T cells producing IFN-γ, TNF, and IL-2 in PBMC samples from volunteers 
vaccinated with the smallpox vaccine in clinical studies. (A) group – volunteers vaccinated once intradermally with the 
OrthopoxVac vaccine at a dose of 107 PoFU/0.2 mL; (B) group – volunteers vaccinated twice with an interval of 28 
days intradermally at a dose of 106 PoFU/0.2 mL; NC group (comparison group, negative control) – volunteers not vac-
cinated with smallpox vaccines, with no contact with patients vaccinated with smallpox vaccines, and did not work with 
viruses of the genus Orthopoxvirus; PC group (positive control) – volunteers vaccinated by two-stage method with the 
smallpox inactivated OspaVir vaccine and after 7 days with live smallpox vaccine based on the L-IVP strain (Microgen). 
The significance of the differences between the groups was determined by the F criterion. Each point represents a single 
volunteer

tor memory TEM cells (CCR7-CD45RA-) dominated 
the VACV-specific CD4+ T-cell population, with a 
proportion ranging from 80–90%, followed by cen-
tral memory TCM cells (CCR7+CD45RA-) at 5–10%, 
terminally differentiated effector memory TEMRA 
cells (CCR7-CD45RA+) at 2–5%, and naïve T cells 
(CCR7+CD45RA+) representing just 1% (Table 1). 

The percentage of ТЕМ (CCR7-CD45RA-) in the 
VACV-specific CD8+ T cell population was about 20%, 
and the percentage of TEMRA (CCR7-CD45RA+) was 
up to 80%. 

At the three- and five-year point following immu-
nization with LSV and OrthopoxVac, the level of spe-
cific CD8+ T cells in the PBMC preparations from 
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Table 1. Distribution of smallpox virus-specific polyfunctional CD4+ T cells by expression of CCR7 (CD197) and CD45RA 
markers, 1.5 years after vaccination with smallpox vaccines 

Groups Serum No.
ТCМ central  

memory T cells
CCR7+CD45RA-

Naïve Т cells
CCR7+CD45RA+

ТЕМ, effector 
memory T cells
CCR7-CD45RA-

TEMRA
CCR7-CD45RA+

OrthopoxVac 107 
(single dose)

0-4-12 6.8 ± 3.6 ND * 89.4 ± 4.1 3.8 ± 0.6

0-4-17 7.5 ± 0.5 1.7 ± 0.8 28.0 ± 1.0 62.8 ± 1.8

0-4-8 14.7 ± 6.4 ND 85.3 ± 6.4 ND

0-4-15 8.2 ± 0.3 ND 87.0 ± 0.3 4.7 ± 0.6

0-4-3 5.3 ± 0.2 0.6 ± 0.8 85.2 ± 3.1 8.9 ± 4.1

0-4-16 7.2 ± 0.1 ND 92.5 ± 0.7 ND

0-4-10 5.9 ± 2.6 ND 90.0 ± 3.3 4.2 ± 5.9

0-4-11 6.0 ± 2.9 ND 92.1 ± 2.9 2.0 ± 0.1

0-4-13 9.1 ± 0.5 ND 88.7 ± 0.1 2.2 ± 0.3

0-4-14 4.2 ± 5.9 ND 92.0 ± 0.5 3.8 ± 0.4

0-4-1 6.1 ± 2.1 0.5 ± 0.7 88.1 ± 0.3 5.3 ± 1.1

0-4-2 7.8 ± 4.6 ND 89.9 ± 1.4 2.3 ± 3.2

0-4-5 4.4 ± 1.2 ND 91.2 ± 4.1 4.4 ± 2.9

0-4-9 13.8 ± 3.2 ND 84.2 ± 3.2 2.0 ± 0.1

0-4-6 4.9 ± 1.0 ND 93.1 ± 2.0 2.1 ± 2.9

OrthopoxVac 106 
(double dose)

0-5-3 5.6 ± 0.9 ND 88.8 ± 1.8 5.6 ± 0.9

0-5-16 4.9 ± 0.9 ND 85.3 ± 2.2 9.8 ± 1.1

0-5-4 14.0 ± 2.2 ND 84.9 ± 3.7 1.1 ± 0.1

0-5-5 8.2 ± 2.5 1.4 ± 2.0 80.8 ± 17.3 8.6 ± 1.6

0-5-6 3.8 ± 1.4 ND 95.7 ± 4.7 ND

0-5-8 5.3 ± 0.8 2.9 ± 4.2 81.1 ± 6.5 10.6 ± 1.1

0-5-9 8.8 ± 2.3 0.3 ± 0.4 87.3 ± 2.1 3.6 ± 2.1

0-5-11 6.1 ± 3.4 0.6 ± 0.3 90.1 ± 2.0 3.2 ± 0.3

0-5-12 7.6 ± 6.4 ND 90.9 ± 8.6 1.5 ± 1.1

0-5-17 12.7 ± 0.8 1.3 ± 1.9 84.8 ± 2.3 1.1 ± 0.1

0-5-18 10.4 ± 2.0 3.3 ± 0.1 75.8 ± 0.8 10.5 ± 1.1

0-5-1 6.8 ± 0.8 ND 86.2 ± 3.5 7.0 ± 2.7

0-5-2 7.3 ± 0.4 1.0 ± 0.1 91.2 ± 0.4 0.5 ± 0.7

0-5-10 6.3 ± 0.1 0.8 ± 0.4 92.4 ± 0.3 0.5 ± 1.1

0-5-7 9.5 ± 2.1 0.4 ± 2.1 86.0 ± 1.5 2.0 ± 2.8

Positive control

0-2-34 6.3 ± 1.3 5.3 ± 0.9 77.1 ± 3.2 11.4 ± 1.2

0-2-32 1.9 ± 0.8 ND 93.1 ± 1.1 5.1 ± 2.3

0-2-2 12.2 ± 0.2 1.2 ± 0.1 72.5 ± 2.8 14.1 ± 2.1

0-2-3 9.0 ± 2.7 2.2 ± 0.1 59.6 ± 1.6 29.3 ± 3.3

0-2-30 7.3 ± 2.8 ND 90.9 ± 5.4 1.9 ± 0.6

0-2-36 4.2 ± 1.2 1.7 ± 0.2 79.6 ± 4.4 14.6 ± 3.1

* Note: ND – not detected (below the sensitivity level of the method).
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Table 2. Distribution of poxvirus-specific polyfunctional CD4+ T cells by expression of CCR7 (CD197) and CD45RA mark-
ers, 3 years after vaccination with smallpox vaccines 

Groups Serum No.
ТCМ, central memory 

T cells
CCR7+CD45RA-

Naïve Т-cells
CCR7+CD45RA+

ТЕМ, effector 
memory T cells
CCR7-CD45RA-

TEMRA
CCR7-CD45RA+

OrthopoxVac 107 
(single dose)

155 6.6 ± 2.2 0.5 ± 0.1 87.2 ± 0.9 5.8 ± 0.7

158 5.8 ± 3.0 ND* 91.6 ± 6.7 2.6 ± 0.6

164 12.9 ± 4.1 ND 87.1 ± 4.1 ND

166 7.5 ± 1.0 ND 82.8 ± 4.7 6.7 ± 1.7

199 7.0 ± 0.2 0.6 ± 0.2 86.9 ± 0.1 5.6 ± 0.1

206 11.3 ± 5.2 ND 86.8 ± 6.1 1.9 ± 0.9

209 10.2 ± 0.5 ND 86.4 ± 1.5 1.3 ± 1.8

216 10.9 ± 2.7 0.7 ± 0.1 85.4 ± 2.4 3.1 ± 0.4

222 10.8 ± 2.2 ND 86.1 ± 0.8 3.1 ± 3.0

223 14.2 ± 1.9 1.7 ± 0.6 82.3 ± 4.0 1.8 ± 2.5

229 7.7 ± 0.1 ND 54.6 ± 0.5 36.7 ± 0.4

246 8.8 ± 2.9 ND 87.9 ± 7.5 3.3 ± 1.6

249 7.6 ± 1.5 1.1 ± 0.3 85.7 ± 0.9 5.6 ± 2.1

246 11.0 ± 1.0 0.8 ± 1.1 85.6 ± 5.4 2.7 ± 0.5

259 8.0 ± 0.6 ND 89.7 ± 1.4 2.3 ± 0.7

OrthopoxVac 106 
(double dose)

059 9.2 ± 3.1 2.2 ± 1.1 82.6 ± 3.8 6.0 ± 0.2

089 3.5 ± 4.9 ND 88.8 ± 3.6 7.8 ± 2.5

095 6.1 ± 1.2 2.6 ± 0.7 89.6 ± 0.1 1.7 ± 0.3

098 7.1 ± 0.1 ND 92.4 ± 9.4 0.1 ± 0.1

108 3.8 ± 1.7 0.6 ± 0.3 85.8 ± 2.1 9.8 ± 2.1

106 8.0 ± 0.2 ND 88.2 ± 2.5 3.8 ± 1.2

105 6.0 ± 1.3 1.1 ± 0.4 90.6 ± 1.2 2.3 ± 0.1

104 7.1 ± 1.2 0.6 ± 0.2 88.4 ± 1.2 3.9 ± 0.2

103 9.0 ± 2.8 ND 81.2 ± 1.7 9.8 ± 2.9

178 4.1 ± 3.2 0.9 ± 0.3 87.6 ± 4.9 7.4 ± 2.4

177 9.6 ± 1.3 ND 90.8 ± 9.3 2.6 ± 0.1

109 6.7 ± 0.1 ND 86.4 ± 1.8 6.8 ± 1.8

255 6.5 ± 0.7 ND 90.5 ± 0.7 3.0 ± 0.1

256 7.3 ± 0.4 ND 91.8 ± 0.4 2.0 ± 0.1

257 6.0 ± 1.4 ND 93.9 ± 7.1 2.5 ± 1.3

Positive control

BLV 7.1 ± 1.6 0.5 ± 0.7 90.5 ± 3.9 1.9 ± 0.5

DGV 5.9 ± 0.8 0.7 ± 0.1 75.7 ± 0.6 17.7 ± 1.3

RAS 5.0 ± 0.1 0.4 ± 0.5 79.3 ± 2.9 15.3 ± 2.4

GTA 13.0 ± 2.6 0.3 ± 0.4 83.6 ± 3.4 3.2 ± 0.8

FEN 7.7 ± 2.9 ND 68.3 ± 9.5 24.0 ± 1.4

NIN 9.8 ± 1.6 2.9 ± 1.2 87.2 ± 1.4 ND

LMP 7.9 ± 1.7 3.7 ± 0.1 67.1 ± 1.6 21.3 ± 3.4

* Note: ND – not detected (below the sensitivity level of the method).
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volunteers, after VACV costimulation, was undetect-
able using this method.

In volunteers immunized with the OrtopoxVac at 
107 PoFU, the production of CD4+IFN-γ+TNF+IL-2+ 
T-helpers remained at its initial level at the 3-year 
point but decreased significantly by the 5-year point 
(Fig. 6A). For volunteers administered two doses of 
the OrthopoxVac vaccine (106 PoFU), a significant re-
duction in VACV-specific T-helper cell levels was ob-
served by the third year following vaccination, which 
persisted up to five years post-vaccination (Fig. 6B).

Three years post-immunization, the VACV-
specific CD4+ T-cell population in all volunteer 
groups predominantly comprised effector memory 
TEM cells (CCR7-CD45RA-) at 80–90%, central mem-
ory TCM cells (CCR7+CD45RA-) at 5–10%, TEMRA 
(CCR7-CD45RA+) at 2–10%, and up to 1% of naïve 
T cells (CCR7+CD45RA+) (Table 2). Cell distribu-
tion based on the memory markers CCR7 (CD197) 
and CD45RA was typical of both volunteers vac-
cinated with the fourth-generation OrthopoxVac 
vaccine and those vaccinated using the two-stage 
method involving inactivated smallpox vaccine and 
first-generation LSV.

DISCUSSION 
The primary challenge when creating a novel small-
pox vaccine is the necessity to attenuate the viru-
lence of the VACV vaccine strain while ensuring an 
adequate and durable humoral and cellular immune 
response. The standards for determining the degree 
of immunity generated in humans following small-
pox vaccination and that confers complete protection 
against orthopoxvirus infections have yet to be set. 
Only a limited number of publications have sought to 
define such criteria.

Historically, the first criterion for assessing the 
immune response to the Variola virus infection or 
VACV vaccination has been to determine VNA lev-
els in the patients’ sera. In a study by Mack et al. 
[17], individuals with a VACV VNA titer below 1 : 32 
were found to be more prone to infection upon com-
ing into contact with each other (20% of contacts 
became ill), in contrast to those with a VNA titer of 
1  : 32 or higher (1% of contacts became ill). It was 
also observed that during an epidemic, smallpox was 
contracted by 14% of exposed, unvaccinated patients 
with VNA to VACV titers of < 1  : 20, whereas pa-
tients with VNA titers ≥ 1 : 20 did not contract the 
disease [18]. However, it is important to note that no 
previously vaccinated patients, including those with 
VNA titers < 1 : 10, not contracted smallpox by in-
teracting with other patients. The protective power 
of a single injectable vaccinia immune globulin prep-

aration has led to the conclusion that even low levels 
of VNA can provide a sufficient degree of protection 
against smallpox [19]. 

In addition to VNA, the cellular immune response 
plays a vital role in the defense against smallpox [15, 
19–21]. However, at the time of smallpox eradica-
tion, the methodologies for assessing cell-mediated 
immune responses had not yet advanced that much. 
Therefore, criteria for a protective level of the T-cell 
response to smallpox vaccination have yet to be estab-
lished [16, 22]. 

T cells are critical in the early stages of identifica-
tion and suppression of viral infections, as well as in 
supporting B cells to produce antibodies. Given the 
crucial role of T cells, they represent a vital target in 
evaluating immune responses to an infection or vac-
cination.

Immunization with the smallpox vaccine generates 
enduring cell-mediated immune responses via CD4+ 
and CD8+ T cells, with peak numbers observed be-
tween two and four weeks following vaccination, fol-
lowed by a drop, and ultimately a sustained, stable 
crop of memory T cells [23, 24]. It should be noted 
that the population of memory CD8+ T cells declines 
faster than that of memory CD4+ T cells [25]. The 
need for CD4+ T cells for purposes of protection is 
demonstrated by the absence of VACV-specific an-
tibodies in animals that lack CD4+ T cells [26, 27]. 
Additionally, CD4+ T cells are vital for optimal cy-
totoxic T-lymphocyte functioning and immunologic 
memory formation [28].

A significant challenge in demonstrating the ef-
fectiveness of novel smallpox vaccines lies in the in-
ability to directly prove that newly developed vac-
cines elicit protective immunity against smallpox in 
humans. Given the elimination of smallpox, assessing 
the efficacy of new vaccines against a naturally occur-
ring disease is impossible. Alternatively, new vaccines 
undergoing clinical studies should be assessed against 
existing benchmarks and compared to the first-gener-
ation smallpox vaccines utilized in the initial eradica-
tion drive [16, 23].

On November 11, 2022, the Ministry of Health of 
the Russian Federation authorized OrthopoxVac, the 
first fourth-generation attenuated smallpox vaccine 
(a live culture vaccine for the prevention of small-
pox and related orthopoxvirus infections based on the 
vaccinia virus). This vaccine was designed using the 
L-IVP VACV strain used in Russia as a first-genera-
tion smallpox vaccine (live smallpox vaccine) [2, 11]. A 
number of the genes in this strain were targeted for 
inactivation using genetic engineering methods. These 
included the genes encoding the gamma-interferon-
binding protein (B8R), the complement-binding pro-
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tein (C3L), the Bcl-2-like inhibitor of apoptosis (N1L), 
hemagglutinin (A56R), thymidine kinase (J2R) and the 
A35R gene, whose protein product inhibits the pre-
sentation of antigens by major histocompatibility com-
plex class II, the immune priming of T-lymphocytes, 
and the subsequent synthesis of chemokines and cy-
tokines. The VACV strain thus created was given the 
name VACΔ6 [11]. Following a series of preclinical 
studies [29] and subsequent phases I and II/III clinical 
studies (CS), the OrthopoxVac vaccine was deemed to 
be a safe and weakly reactogenic preparation, with 
immunologic activity comparable to that of the origi-
nal Russian first generation smallpox vaccine.

At 60, 90, and 180 days after a double 106 PoFU 
dose of OrthopoxVac vaccine immunization, volunteer 
sera exhibited GMT VNA values of 79.4, 75.9, and 
69.2, respectively. Following a single 107 PoFU injec-
tion of OrthopoxVac, the respective values were 138.0, 
31.7, and 31.6. The GMT VNA values in sera from vol-
unteers who had received the two-step vaccination 
regimen with the first-generation vaccine were 104.7, 
52.5, and 63.1 at the specified time periods. 

As is clear, a gradual decrease in VNA titers was 
observed over a 6-month period in all the vaccinated 
volunteer groups under study.

It should be noted that OrthopoxVac possesses 
higher immunogenicity compared to the third-gener-
ation MVA smallpox vaccine, which has become wide-
spread in recent years [30]. An optimal immune re-
sponse necessitates a two-dose administration of this 
non-replicating, attenuated vaccine. A clinical study 
has indicated that in the sera of two groups of volun-
teers immunized twice with liquid or lyophilized MVA 
preparations, the GMT values of VNA first stood at 
45.2 and 77.6, respectively, 14 days after the second 
administration, before falling to 10.2 and 11.7, respec-
tively, by day 180 [31].

According to the current guidelines in Russian 
“Conducting smallpox vaccination. MU 3.3.1.2044-06,” 
the next revaccination of people from risk groups 
with the first-generation vaccine, except for those di-
rectly working with smallpox and monkeypox virus-
es, happens after 5 years. Those working with small-
pox and monkeypox viruses are revaccinated after 3 
years.

Due to the altered genetic program of the VACV 
strain VAC∆6, as opposed to the original L-IVP 
strain, it was imperative to examine the length and 
strength of the post-vaccination immune response in 
the individuals who had received the OrthopoxVac 
vaccine. Previous investigations had only measured 
the development of the humoral immune response 
within six months post-vaccination, without assess-
ing the production of VACV-specific CD4+ and CD8+ 

T-lymphocytes. This study has evaluated the humoral 
and T-cell responses to intradermal OrthopoxVac in-
jections in phase II/III CS participants at the 1.5- and 
3-year time points and in phase I CS participants at 
the 5-year time point, as well as compared them to 
those who had received the first-generation smallpox 
vaccine. 

The humoral immune response was assessed using 
standard methods: ELISA for determining the spe-
cific antibody titer and VACV neutralization reaction 
on the cell culture. 

ELISA-based assessment of VACV-specific anti-
body titers (Fig. 3) demonstrated notable inter-indi-
vidual variability within each cohort, aligning with 
previously reported findings and potentially attrib-
utable to immune system-related genetic polymor-
phisms [13, 32, 33]. It is of significance that a nota-
ble VACV-specific humoral response was recorded 
both three and five years after immunization with 
the first-generation vaccine and the created fourth-
generation OrthopoxVac vaccine. At the same time, 
no significant differences were observed between the 
compared groups.

Following a period of 1.5 years post-immunization 
with the OrthopoxVac vaccine, VNA titers exhibited a 
drop in certain patients (Fig. 4A,B). It is worth noting 
that, when OrthopoxVac was administered at a dose 
of 107 PoFU, no significant differences were observed 
among the groups at 1.5, 3, and 5 years (Fig. 4A). 
However, VNA titers had significantly decreased after 
1.5 years in the groups that received two immuniza-
tions at a dose of 106 PoFU (Fig. 4B). 

Variations in the proportions of volunteers exhibit-
ing VNA titers exceeding 1 : 10 at the 3- and 5-year 
post-vaccination intervals can be attributed to the dif-
fering volunteer cohorts involved in the phase II/III 
and phase I clinical studies, respectively.

Cytometric analyses performed on PBMC prepa-
rations of vaccinated volunteers 1.5 years after im-
munization revealed VACV-specific T cells, including 
both T helper (CD4+) and cytotoxic T lymphocytes 
(CD8+). The T-helper cells elicited a more signifi-
cant cell-mediated immune response than the cyto-
toxic T-lymphocytes. The loads of CD8+ cells in both 
groups of volunteers inoculated with OrthopoxVac 
were notably higher than those in the positive con-
trol group (Fig. 5), which presumably can be attrib-
uted to the differences in the genetic programs of 
the recombinant VAC∆6 and initial L-IVP VACV 
strain. 

Regardless of the dosage or administration meth-
od, the OrthopoxVac vaccine generated an effective 
T-helper cell-mediated immune response to orthopox-
viruses 1.5 years after vaccination (Fig. 6). 
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Three years post-vaccination, the study of intracel-
lular cytokines in volunteer PBMC preparations, co-
stimulated with the attenuated VACΔ6 VACV strain, 
revealed virus-specific T-cell immune responses ex-
clusively in T-helper cells, regardless of whether 
first- or fourth-generation vaccines were used. VACV-
specific cytotoxic T lymphocytes (CD8+) were detect-
ed in only one volunteer after twice administration of 
OrthopoxVac at a dose of 106 PoFU.

T-helper cells specific to VACV were found 3 and 
5 years following OrthopoxVac vaccination. However, 
the strength of the immune response differed de-
pending on the dosage and method of administration. 
In volunteers immunized with OrthopoxVac at a dose 
of 107 PoFU, the T-helper response stayed relatively 
elevated for three years before it substantial dropped. 
If patients had received two doses of the vaccine at 
106 PoFU, a substantial reduction in T-helper cells 
was observed after 1.5 years (Fig. 6). The bulk of the 
specific T cells displayed the characteristics of memo-
ry effector cells (Tables 1, 2), suggesting they were in 
active interaction with the antigen.

Following the administration of the fourth-genera-
tion smallpox vaccine OrthopoxVac, all our volunteers, 
regardless of dosage or method of administration, ex-
perienced a cell-mediated immune response to VACV 
at the three and five-year intervals. 

The findings here indicate that a single intra-
dermal injection of the OrthopoxVac vaccine, at a 
dosage of 107 PoFU, triggers a significant and spe-
cific immune response, including both humoral and 
T-cell immunity, that persists for at least three 
years. Additional clinical studies are warranted to 
establish the most effective revaccination strate-
gy with the OrthopoxVac vaccine, with the goal of 
achieving prolonged immunity against orthopoxvi-
rus infections. 

This work was conducted within the framework 
of the state assignment GZ-1/24 of State Research 

Center of Virology and Biotechnology “Vector”, 
Rospotrebnadzor, Koltsovo (number of the state 
registration of R&D Reg. No. 124030100120-8).
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ABSTRACT This paper introduces a test system for the investigation of biotin transport following inactivation 
of the SLC5A6 gene, which encodes the sodium-dependent multivitamin transporter SLC5A6. The aim was 
to develop a method for assessing the efficiency of biotin penetration across the cell membrane following 
inactivation of the SLC5A6 gene and to explore the feasibility of delivering biotin derivatives into cells in-
dependent of SLC5A6. The test system is built upon modified HEK293 cell lines with overexpression of the 
BirA* biotin ligase, with the first line comprising a functional SLC5A6 gene and the second one involving an 
inactivated version of this gene mimicking impaired biotin transport. This test system was used to investi-
gate the transport of biotin and its two derivatives, namely the biotin conjugate with p-aminophenylalanine 
(Bio-1) and biotin methyl ester (Bio-2), through the cell membrane. It has been determined that biotin and 
its methyl ester (Bio-2) can enter cells independently of the SLC5A6 transporter, which points to the pres-
ence of alternative transport pathways. The biotin derivative Bio-1, which contains p-aminophenylalanine, is 
internalized into cells solely through the hSMVT transporter. The novel test system will serve as a tool for 
investigating the pathways involved in vitamin entry into cells and for developing therapeutic strategies for 
individuals with mutations in the SLC5A6 gene, as well as other transport-related genes.
KEYWORDS biotin, SLC5A6, hSMVT, biotin transport, cell membrane, test system, biotin derivatives.
ABBREVIATIONS Strep-HRP – streptavidin conjugated with horseradish peroxidase; SLC5A6 or SMVT – so-
dium-dependent multivitamin transporter; BirA* – mutant biotin ligase from E. coli (BirA R118G); PBS – 
phosphate-buffered saline; GFP – green fluorescent protein.

INTRODUCTION
The SLC5A6 gene, located at locus 2p23.3 of hu-
man chromosome 2, encodes a membrane-bound so-
dium-dependent multivitamin transporter (SMVT). 
The human hSMVT protein is composed of 635 ami-

no acid residues and is essential for the transport of 
water-soluble compounds such as biotin, pantothen-
ic acid, and alpha-lipoic acid [1]. The SMVT protein 
demonstrates significant evolutionary conservation 
and is prevalent throughout the organism. This pro-
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tein is most actively expressed in intestinal epitheli-
um and brain capillary endothelial cells [2, 3]. It is also 
involved in the transport of biotin and pantothenic 
acid across the blood-brain barrier [4]. SMVT func-
tion is crucial for the typical growth and development 
of mammals, including humans, given that mammali-
an cells do not synthesize biotin and pantothenic acid, 
which only enter the body through the intestine [5, 6]. 
Biotin, a coenzyme for five carboxylases, plays a role 
in several metabolic functions, specifically fatty acid 
synthesis, gluconeogenesis, and amino acid catabolism 
[7]. Biotin also affects gene expression, as well as cell 
proliferation and survival [8, 9]. Pantothenic acid is 
essential for coenzyme A biosynthesis and fatty acid 
synthesis, which are crucial for energy metabolism 
and hormone synthesis [10]. 

In vivo investigations in mice indicate that the in-
activation of the Slc5a6 gene in intestinal cells re-
sults in growth retardation, decreased bone density, 
and reduced bone length, along with changes in the 
small intestine (villi shortening, dysplasia) and cecum 
(chronic inflammation, dysplasia) [6]. Therapy involv-
ing elevated dosages of biotin and pantothenic acid 
forestalls growth retardation and intestinal inflamma-
tion [11].

Biallelic mutations in the SLC5A6 gene have been 
observed in children with growth and developmen-
tal delays, seizures, gastrointestinal, skin, and periph-
eral nervous system disorders, and immunodeficien-
cy resulting from impaired T- and B-cell function 
[12–18]. Clinical improvements were noted in these 
children, who were predisposed to infant death, after 
they had undergone targeted treatment with vitamins 
to SLC5A6 gene mutation carriers [13–15, 18]. 

For example, whole exome sequencing of a 
15-month-old boy with developmental delay, mi-
crocephaly, severe immunodeficiency, and severe 
gastroesophageal reflux disease revealed a muta-
tion in the SLC5A6 gene. At 19 months of age, the 
child received vitamin therapy involving high doses 
of biotin (10 mg/day, then 30 mg/day), pantothenic 
acid (250 mg/day, then 500 mg/day), and lipoic acid 
(150 mg/day, then 300 mg/day), with the vitamin dos-
ages subsequently increased at 24 months. Following 
14 months of therapy, the immunoglobulin levels 
were normalized and no bone system abnormalities 
remained. Comparable clinical improvement was ob-
served in other pediatric patients who were adminis-
tered high doses of biotin [19, 20]. 

According to our analysis of published data, stud-
ies on vitamins have not assessed the effectiveness of 
their absorption, distribution, and metabolism. Only 
a few methods are currently available for the as-
sessment of vitamin permeation efficiency across the 

membrane. Typically, tritium or carbon-14 isotopes 
are used to label biotin for this application [21]. This 
methodology offers enhanced sensitivity in detecting 
and quantifying biotin distribution, although it re-
quires specialized equipment for handling radioactive 
substances. Furthermore, this method does not facili-
tate the evaluation of membrane permeation of biotin 
derivatives, which usually do not possess a radioactive 
label. Biotin quantification can also be achieved using 
mass spectrometric analysis, which, nonetheless, re-
quires the use of advanced analytical instruments and 
time-intensive procedures. 

This study aimed to create a method for assessing 
the effectiveness of biotin permeation through the cell 
membrane following inactivation of the SLC5A6 gene. 
Further, we examined the possibility of delivering bi-
otin derivatives into cells independently of SLC5A6, 
which could provide new avenues for patient treat-
ment in cases of SLC5A6 gene mutations.

We have developed a test system to assess the effi-
cacy of biotin penetration through the cell membrane 
following inactivation of the SLC5A6 gene. The sys-
tem relies on the inhibition of biotin-carrying cellular 
proteins through the utilization of streptavidin and a 
horseradish peroxidase conjugate. Biotinylation is ar-
tificially enhanced through the application of a mutant 
BirA biotin ligase with reduced specificity.

The test system involves modified HEK293 cell 
lines that overexpress the BirA* biotin ligase. One of 
the lines contains a functional SLC5A6 gene, while in 
the other line this gene is inactivated. The SLC5A6 
gene is inactivated to simulate a state where biotin 
transport via hSMVT is impeded. The ectopic expres-
sion of biotin ligase results in the nonspecific biotinyl-
ation of proteins within the cell, which can be iden-
tified using Western blotting. Assessment of protein 
biotinylation levels in the cell lines following incuba-
tion with biotin or its derivatives facilitates the detec-
tion of biotin transport across the cell membrane. 

The developed system was used to study the trans-
port mechanism across the cell membrane of biotin 
and its two derivatives: biotin conjugate with p-amin-
ophenylalanine (Bio-1) and biotin methyl ester (Bio-2).

EXPERIMENTAL PART

Oligonucleotide synthesis
All oligonucleotides (primers) were synthesized by 
Lumiprobe RUS LLC (Russia).

Cell cultivation
Wild-type (WT), as well as modified (BirA*, ΔSLC5A6, 
and BirA*_ΔSLC5A6) HEK293, cells were cultured 
in a DMEM/F12 medium (Gibco, USA) supplement-
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ed with 10% (v/v) fetal calf serum (FBS HI, Gibco), 
1% (v/v) L-alanine-L-glutamine (2 mM, GlutaMAX, 
Gibco), a 1% (v/v) antibiotic mixture (100 units/mL 
penicillin and 100 μg/mL streptomycin, Gibco) at 37°C 
and 5% CO2. The cells were cultivated in culture vi-
als designed for adherent cells (25 cm²). Once the 
cells reached 90-100% confluency, they were split at 
a 1 : 10 ratio, rinsed with PBS, then detached using 
a trypsin-EDTA solution (1×, Gibco) in PBS, and, fi-
nally, resuspended in a fresh medium to achieve the 
required cell density. For the experiments, the cells 
were cultured in 24-well plates. 

Introduction of the BirA* gene
Cells with increased biotinylated protein levels were 
obtained by introducing the mutant E. coli BirAR118G 
biotin ligase (BirA*) into the cells. The cell selection 
process involved the introduction of the BirA* gene, 
along with the eGFP gene, which encodes a green flu-
orescent protein from jellyfish, optimized for mamma-
lian cells. The BirA* and eGFP genes were inserted 
using the plasmid pSBbiGN_BirA*, which was con-
structed previously [22] based on the pSBbiGN vector 
(Addgene #60517) [23].

Wild-type (WT) HEK293 cells were transfect-
ed with plasmid pSBbiGN_BirA* and plasmid 
pCMV(CAT)T7-SBX100 [24] that encodes a trans-
posase, using Lipofectamine 3000, following the man-
ufacturer’s guidelines. At 24 hours post-incubation, 
cells producing BirA* and eGFP were selected using a 
FACSAria III BD sorter and the signal was recorded 
at 488/530 nm. The selected cells were seeded into 96-
well plates (200 µl of medium per well), followed by 
culturing of individual clones in 24-well plates. The 
resulting monoclonal cells exhibited a stable BirA* 
and GFP expression.

Inactivation of the SLC5A6 gene
The SLC5A6 gene in WT and BirA* cell lines 
was inactivated using the CRISPR-Cas9 system. 
The sgRNA sequences were selected for cleav-
age using the Benchling CRISPR design tool 
(https://benchling.com). The selection was made of 
a guide RNA targeting exon 8 of the SLC5A6 gene 
(5′-GCGGTACCTCAGTCAGTTCCCGCA-3′). 

The pX459-SLC5A6 construct, designed for inacti-
vation, was derived from the pSpCas9(BB)-2A-Puro 
plasmid (pX459 V2.0, Addgene #62988 [25]), which in-
cludes CRISPR/Cas9 system elements and a puromy-
cin resistance gene. The plasmid was pre-cleaved with 
BpiI endonuclease to generate sticky ends.

The guide RNA-encoding sequence was syn-
thes ized from two DNA o l igonuc leot ides 
( 5 ′ -CACCACCGCGGCGGTACCTCAGTTCC

CGCA-3′ and 5′-AAACTGCGGCGGGAACTGAG
GAGGTACCGC-3′) designed to generate complemen-
tary sticky ends (4 nucleotides) after hybridization, 
which would then be compatible with the sticky ends 
on the pX459 vector. Oligonucleotides were hybridized 
within a T4-DNA ligase buffer (Thermo Scientific, 
USA), with each added to a concentration of 1 μM, 
and then incubated at 95°C for 5 minutes, followed 
by gradual cooling to 30°C in a closed thermostat. The 
resulting duplex (1 μl) was ligated at sticky ends into 
the pX459 vector using the Rapid DNA Ligation Kit 
(Thermo Fisher, USA).

Following transfection of competent E. coli 
JM109 cells with the ligase mixture, the colo-
nies were cultivated on ampicillin-supplement-
ed plates (50 μg/mL). Plasmid DNA was puri-
fied from overnight cultures, using the Plasmid 
Miniprep kit (Eurogen, Russia). Sanger sequenc-
ing, with a primer positioned on the U6 promoter 
(5′-GACTATCATCATATGCTTACCGT-3′), confirmed 
the correct insertion.

In order to generate cell lines with gene-specific 
knockouts, the cells were transfected with plasmid 
pX459-SLC5A6, using the LipofectamineTM 3000 re-
agent (Invitrogen™: L3000001). The transfection pro-
tocol employed 100,000 cells, 1 μg of plasmid, and 
1.5 μl of lipofectamine. After a 24-h incubation, the 
culture medium was replaced with a fresh medium 
including puromycin (1 μg/mL). In parallel, wild-type 
HEK293 control cells were incubated in a medium 
containing puromycin, and after 48 h, cell death was 
observed in all the control cells. Cells transfected with 
the pX459-SLC5A6 plasmid were seeded into 96-well 
plates (200 μL medium per well), followed by individ-
ual clone culture in 24-well plates. 

Monoclonal lines were genotyped using to-
tal DNA extracted from the cells (QuickExtract 
DNA Extraction Solution, Lucigen). Subsequently, 
the region within the predicted cleavage site was 
amplified via PCR (PCR primers: 5′-CTTCTG
GACCTTGGACCTTGGCCTTCGG-3′ and 5′-GACCT
TGCTCCACTCCACTCCCTTC-3′). Sanger sequencing 
of amplified fragments confirmed the presence of a 
mutation that resulted in inactivation of the SLC5A6 
gene (Fig. 1). Consequently, cell lines with disrupted 
SLC5A6 reading frames were chosen for additional 
investigation, with a 1 bp insertion identified in the 
ΔSLC5A6 line and a 1 bp deletion identified in the 
BirA*_ΔSLC5A6 line.

Synthesis of Bio-1
Biotin (1.74 g, 7.13 mmol), HATU (2.71 g, 7.13 mmol), 
and DIPEA (2.49 mL, 14.27 mmol) were dissolved in 
15 mL of anhydrous DMF via sonication. In a sepa-



122 | ACTA NATURAE | VOL. 17 № 3 (66) 2025

RESEARCH ARTICLES

rate flask, a solution of 4-aminophenylalanine (2 g, 
7.13 mmol) in 5 mL DMF was prepared. The biotin 
solution was introduced into the amino acid solution 
using a syringe pump with strong stirring for over 
an hour. Then the DMF was removed under vacu-
um. Under stirring, 100 mL of water was added to 
the residue, which was then left for one hour to pre-
cipitate. The precipitate was filtered, rinsed with H2O 
(2 × 100 mL), and then air-dried. Thus, Product 2, 
gray in color (3.1 g, 86%), was obtained.

1H-NMR (600 MHz, DMSO-d6) δ = 9.8 (s, 1H), 7.5 
(d, J = 8.0, 2H), 7.1 (d, J = 8.0, 2H), 7.0 (d, J = 8.3, 1H), 
6.4 (s, 1H), 6.4 (s, 1H), 4.3 (t, J = 6.8, 1H), 4.3–4.1 (m, 
1H), 4.1–4.0 (m, 1H), 3.2–3.1 (m, 1H), 3.0–2.9 (m, 1H), 
2.9–2.7 (m, 2H), 2.6 (d, J = 12.4, 1H), 2.3 (t, J = 7.1, 2H), 
1.7–1.5 (m, 3H), 1.5–1.5 (m, 1H), 1.4–1.3 (m, 1H), 1.3 (s, 
9H), 1.3–1.2 (m, 1H). 13C-NMR (151 MHz, DMSO-d6) 
δ = 173.8, 173.6, 171.0, 162.7, 155.4, 137.7, 132.5, 129.3, 
118.9, 78.0, 61.1, 59.2, 55.4, 55.3, 36.2, 35.9, 28.2, 28.2, 
28.1, 25.2.

Product 2, which was obtained in the preceding re-
action (3 g, 5.9 mmol), was dissolved in 4 M HCl/diox-
ane (60 mL). The stirring of the reaction mixture for 
5 h yielded a suspension. Following filtration, the pre-
cipitate was washed with Et2O (2 × 50 mL) and air-
dried, producing colorless Bio-1 hydrochloride (2.6 g, 
98%).

1H-NMR (600 MHz, D2O) δ = 7.4 (d, J=8.1, 2H), 
7.3 (d, J = 8.1, 2H), 4.6–4.5 (m, 1H), 4.4 (dd, J = 8.0, 
4.5, 1H), 4.3 (t, J = 6.7, 1H), 3.4–3.3 (m, 2H), 3.2 (dd, 
J = 14.8, 7.7, 1H), 3.0 (dd, J = 13.0, 4.8, 1H), 2.7 (d, 
J = 13.0, 1H), 2.4 (t, J = 7.3, 2H), 1.7 (tt, J = 14.8, 
7.1, 3H), 1.6–1.5 (m, 1H), 1.5–1.4 (m, 2H). 13C-NMR 
(151 MHz, D2O) δ = 176.4, 171.9, 165.9, 137.1, 131.6, 
130.8, 123.2, 62.7, 60.9, 56.0, 54.6, 40.3, 36.8, 35.7, 28.5, 
28.3, 25.7.

Synthesis of Bio-2
Biotin (1 g, 4.1 mmol) was dissolved in 20 mL of 
methanol, then cooled to 0°C, and thionyl chloride 

WT

ΔSLC5A6

BirA*_ΔSLC5A6

Fig. 1. Inactivation of the 
SLC5A6 gene in HEK293 
cells. Sanger sequencing 
results of the PCR-am-
plified target locus in the 
SLC5A6 gene are shown 
for wild-type (WT) 
cells, knockout cells 
(ΔSLC5A6, 1 bp inser-
tion), and cells with the 
BirA* construct insertion 
(BirA*_ΔSLC5A6, 1 bp 
deletion)

Scheme 1. Synthesis of the Bio-1 compound 

Biotin

Dioxane
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(2 mL, 20 mmol) was subsequently added dropwise. 
The reaction mixture was stirred at 20°C for 10 h, and 
the solvent was removed in vacuo. The residue was 
neutralized using 1 M NaHCO3. The precipitate was 
filtered off, washed with water, and dried in air, yield-
ing Bio-2 (939 mg, 91%) after recrystallization from 
acetone.

The Bio-2 spectral data were consistent with those 
described previously [26].

1H-NMR (600 MHz, DMSO-d6) δ = 6.4 (s, 1H), 6.4 (s, 
1H), 4.4–4.3 (m, 1H), 4.2–4.1 (m, 1H), 3.6 (s, 3H), 3.2–3.0 
(m, 1H), 2.8 (dd, J = 12.4, 5.1, 1H), 2.6 (d, J = 12.4, 1H), 
2.3 (t, J = 7.5, 2H), 1.7–1.4 (m, 4H), 1.4–1.2 (m, 2H). 
13C-NMR (151 MHz, DMSO-d6) δ = 173.3, 162.7, 61.0, 
59.2, 55.3, 51.2, 39.8, 33.1, 28.1, 28.0, 24.5.

Western blotting
Protein biotinylation efficiency was assessed at var-
ying biotin concentrations using HEK293 WT, BirA*, 
ΔSLC5A6, and BirA*_ΔSLC5A6 cell lines to determine 
the optimal concentration. Cells from each cell line 
were seeded into a 24-well plate and then incubated 
for 24 h. Subsequently, either an aqueous solution of 
biotin at the appropriate concentration or a control 
solution (water) was added to the culture medium. 
The cells were further incubated with biotin for 24 h. 
Afterward, the cells were lysed on ice using RIPA 
buffer containing benzonase (Sigma, USA) for 15 min-
utes and the enzyme was inactivated by heating at 
80°C for 3 minutes.

Western blotting was employed to analyze diluted 
lysates, with normalization for total protein content. 
Electrophoretic separation of proteins was performed 
in a 10% polyacrylamide gel with 0.1% SDS, followed 
by transfer to a nitrocellulose membrane using wet 
transfer (1 h at 400 mA). The membrane was blocked 
using a 5% skim milk powder solution [27] in TBST 
(1–12 h), followed by incubation for 1 h at room tem-
perature with a streptavidin-peroxidase conjugate so-
lution (1 : 3000 in TBST, “IMTEK”, P-S Avs, Russia). 
Following sequential washes with TBST (3 × 5 min), 
TBS (3 × 5 min), and distilled water, detection was 
performed using the Clarity™ Western ECL substrate 
(Bio-Rad).

RESULTS AND DISCUSSION
The impact of the functional activity of the multivita-
min transporter SLC5A6 on biotin internalization was 
evaluated using the human embryonic kidney cell line 
HEK293. The SLC5A6 gene was inactivated in this 
cell line using the CRISPR/Cas9 system, resulting in 
the generation of the ΔSLC5A6 cell line.

Maintenance of biotinylated biotin-dependent 
carboxylases in the HEK293 cell line does 
not require the SLC5A6 transporter
The efficiency of biotin transport across the cell mem-
brane was assessed by comparing the levels of bioti-
nylated proteins in the HEK293 WT and ΔSLC5A6 
cell lines. To this end, cells were incubated with bio-
tin at different concentrations, after which biotinylat-
ed proteins were visualized by Western blotting us-
ing the streptavidin-peroxidase conjugate (Strep-HRP, 
Fig. 2). No change in the level of biotinylation was 
observed following the inactivation of the SLC5A6 
gene. We hypothesize that this may be due to trans-
membrane diffusion or endocytosis of biotin during 
the 24-h incubation, resulting in its comparatively el-
evated intracellular concentration. Moreover, other 
transporters, such as monocarboxylate transporter 1 
(MCT1), could be involved in delivering biotin across 
the cell membrane [28–30]. It should be noted that 
Subramanian V.S. et al. formulated a hypothesis on 
vitamin diffusion through the membrane, which pro-
vides a rationale for the effectiveness of biotin and 
pantothenic acid therapy in patients with deficient 
multivitamin transporters [15]. 

Test system for monitoring biotin 
permeation through the cell membrane 
Having determined that the functioning of the multi-
vitamin transporter SLC5A6 was not a factor limiting 

Scheme 2. Synthesis of the Bio-2 compound 

Biotin

Biotin, µM

Biotinylated proteins

RPL27

kDa

Fig. 2. Western blotting results for HEK293 WT (left) and 
ΔSLC5A6 (right) cell lines incubated with different concen-
trations of biotin (50, 100, and 150 μM)
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biotin entry into cells in culture at the natural bioti-
nylated protein content, we decided to create cell lines 
with artificially increased biotinylation levels.

To this end, two additional cell lines were gener-
ated from HEK293 cells (Fig. 3). 

The BirA* gene, encoding a mutant E. coli BirAR118G 

biotin ligase, was introduced into HEK293 cells using 
a Sleeping beauty transposase-based vector (SB100X) 
[31, 32]. This enzyme mediates the indiscriminate 

Fig. 3. Generation of HEK293-derived cell lines. Cells with increased levels of biotinylated proteins (BirA* line) were 
generated by introducing the mutant biotin ligase BirA*. The BirA* gene was integrated into the genome using the 
pSBbi-GN_BirA* plasmid with the aid of a transposase. Inactivation of the SLC5A6 gene in WT and BirA* cell lines was 
performed using the CRISPR-Cas9 system with the pX459 vector carrying a guide RNA targeting exon 8 of the gene. As 
a result, ΔSLC5A6 and BirA*_ΔSLC5A6 lines were obtained

WT

ΔSLC5A6 BirA*_ΔSLC5A6

BirA*

pSBbi-GN_BirA*

transposase

CRISPR/Cas9 (pX459)
+ guide RNA

Fig. 4. Assessment of protein biotinylation levels in BirA* and BirA*_ΔSLC5A6 cells. (A) Dependence of the protein bi-
otinylation level on biotin concentration in the medium after 24-h incubation. (B) Dependence of the protein biotinylation 
level on incubation time

Biotin, µM Biotin, 50 µM

Biotinylated 

proteins

Biotinylated 

proteins

RPL27 RPL27

kDa
Incubation 

time, h kDa

А B

binding of biotin to lysine residues found in the pro-
tein. Consequently, the biotin that enters the cell is 
quickly used to biotinylate proteins that do not typi-
cally bind biotin. The level of biotinylated proteins in 
the cell enables one to estimate the rate of biotin pen-
etration through the membrane.

Next, we introduced an inactivating mutation into 
the SLC5A6 gene, which encodes the hSMVT protein. 
This enabled us to compare the biotinylation process 
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in cells with active and inactive hSMVT transporters. 
The BirA*_ΔSLC5A6 line was created by introduc-
ing an inactivating mutation into cells containing the 
BirA* gene using CRISPR/Cas9 technology (Fig. 3), 
which was similar to how the ΔSLC5A6 line was gen-
erated from wild-type cells. 

Assessment of biotin transport efficiency across 
the cell membrane using the test system 
After establishing lines with ectopic expression of the 
nonspecific biotin ligase BirA*, we decided to deter-
mine the optimal biotin concentration in the medium 
suitable for detecting the transport of this vitamin. 
To this end, we incubated BirA* and BirA*_ΔSLC5A6 
cell lines with different concentrations of biotin: 0, 50, 
100, and 150 μM (Fig. 4A) for 24 h. Both lines exhibit-
ed a significant difference in biotinylation levels when 
biotin was absent and at a concentration of 50 μM, 
followed by saturation and a further increase in bi-
otin concentration, which did not increase biotinyla-
tion levels. Consequently, a concentration of 50 μM is 
the optimal concentration for the evaluation of biotin 
transport. Furthermore, even in the absence of specif-
ically added biotin, the level of biotinylation was low-
er in cells with inactivated hSMVT than in cells with 
the active transporter. 

Extended incubation with biotin correlated with 
augmented biotinylation (Fig. 4B), and notable dis-
parities were evident relative to the presence of 
the SLC5A6 gene. In the first few hours of incuba-
tion, the maximum level of biotinylation in the BirA* 
cell line was already achieved. Concurrently, in 
BirA*_ΔSLC5A6 cells exhibiting compromised biotin 
transport, the accumulation of biotinylated proteins 
was decelerated, achieving a comparable level to the 
maximum observed in BirA* cells after a 24-h de-
lay. These data suggest that hSMVT plays a critical 
role in biotin transport, potentially influencing the de-
velopment of pathological conditions in patients with 
mutations in this gene.

Synthesis of biotin derivatives for cell penetration
The rationale for synthesizing biotin derivatives in-
volved modifying their molecular properties to enable 
cell entry via alternative pathways that bypass the 
hSMVT transporter, which could broaden therapeutic 
options for individuals with SLC5A6 gene mutations. 
Two approaches were taken into consideration to ac-
complish this task.

The first approach to delivering the molecule by-
passing SLC5A6 is to create hybrid molecules (pro-
drugs) comprising a therapeutic part and a compo-

Fig. 5. Synthesized biotin analogs Bio-1 (A) and Bio-2 (B), with the proposed mechanism of membrane transport and 
subsequent enzymatic cleavage leading to the release of free biotin

Biotinidase

Biotinidase

Biotin
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Diffusion  
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Transport efficiency of biotin and its 
derivatives across the cell membrane
Cellular permeability of biotin and its derivatives was 
assessed by incubating biotin, Bio-1, or Bio-2 with 
HEK293 (WT), ΔSLC5A6, BirA*, and BirA*_ΔSLC5A6 
cell lines. All three molecules were shown to serve as 
a source of biotin in cells with a functional hSMVT 
transporter. Hence, no disparities in protein biotinyl-
ation levels were apparent in wild-type cells exposed 
to biotin, Bio-1, and Bio-2 (data not shown). 

When cells with ectopic expression of BirA* bio-
tin ligase were used, the level of protein biotinylation 
increased manifold. Under these conditions, each of 
the three molecules can be used to transport biotin 
into the cell (Fig. 6, BirA* line). A modest reduction in 
membrane permeation rates was observed for Bio-1 
and Bio-2 compared to biotin. In all cases, saturation 
was observed after 4 h of incubation. 

Upon hSMVT inactivation, biotin entry into the cell 
was reduced. After both 4 h and 12 h of incubation, 
the level of biotinylated proteins in BirA*_ΔSLC5A6 
cells was observed to be lower than in BirA* cells. 

The cell incubation with Bio-1 yielded surpris-
ing outcomes: inactivating hSMVT prevented the 

Fig. 6. Comparison of protein biotinylation levels in various cell lines after incubation with biotin, Bio-1, and Bio-2
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nent that mimics a useful metabolite capable of being 
recognized by a specific transporter. For example, the 
LAT1 (Large Amino Acid Transporter-1) transporter 
has been successfully used to deliver ketoprofen and 
ferulic acid to neurons, as well as some drugs to tu-
mor cells [33–35]. This process involves the modifica-
tion of the therapeutic molecules by conjugating them 
to amino acids, which are LAT1 substrates. To evalu-
ate the performance of this approach, we synthesized 
a biotin derivative of p-aminophenylalanine (Bio-1, 
Fig. 5A, Scheme 1). Our hypothesis was that upon in-
tracellular delivery of this substance, the biotinidase 
enzyme would promote the release of biotin in its free 
form (Fig. 5A), as observed when biotinidase cleaves 
N-biotinyl-4-aminobenzoic acid into biotin and p-ami-
nobenzoic acid [36, 37].

The second approach is to reduce the polarity of 
the molecule. This could either enable free diffusion 
of the molecule across the membrane or activate a 
different transporter, which would render hSMVT 
unnecessary. We synthesized a biotin methyl ester 
(Bio-2) that exhibits enhanced hydrophobicity. After 
entering the cell, biotin can be released by the action 
of esterases (Fig. 5B, Scheme 2).
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increase of biotinylated proteins in cells even after 
12 h of Bio-1 exposure (Fig. 6, BirA*_ΔSLC5A6 cells), 
but biotinylation remained high when a functional 
transporter was present (Fig. 6, BirA* line). Based 
on these findings, it is reasonable to conclude that 
the transport mechanism of Bio-1 does not involve 
LAT1, contrary to the initial hypothesis. The molecule 
in question probably can enter the cell solely through 
hSMVT participation, accounting for the high bioti-
nylation level in BirA* cells and the absence thereof 
when the SLC5A6 gene is inactivated. Therefore, the 
effect we observed was contrary to our expectations. 
It was found that biotin can enter cells through sev-
eral pathways, with the pathway via hSMVT being 
only one of many. In contrast, the Bio-1 derivative 
proved unable to use the transport pathway available 
to biotin and could enter cells only via hSMVT.

Conversely, when cells were incubated with 
Bio-2, the disparity in protein biotinylation between 
BirA*_ΔSLC5A6 cells and BirA* cells was negligible. 
These data indicate that the cellular penetration of 
the Bio-2 compound does not rely on the hSMVT 
transporter. 

These findings suggest that biotin within the Bio-1 
molecule is crucial for transporting related fragments 
via hSMVT. At the same time, p-aminophenylala-
nine coupled with biotin does not affect transport via 
hSMVT, but it does interfere with other transport 
pathways. This property finds application in targeted 
drug delivery into cells [38, 39] in the form of a bio-
tin conjugate. The hSMVT protein is believed to be 
essential for the transport of these drugs. However, 
despite extensive research, several questions regard-
ing the mechanism of transport of these conjugates 
remain unanswered [30]. For instance, research [40] 
has shown that an unbound carboxyl group in the 
biotin compound is necessary for its effective move-
ment through the SMVT. Nevertheless, in studies pos-
iting SMVT-mediated prodrug transport, biotin was 
attached to the conjugate only through the carboxyl 
group [30]. Our findings also indicate that the free 
carboxyl group of biotin is not required for the trans-
port of biotin derivatives via hSMVT.

The newly developed test system enabled us to 
demonstrate that biotin and its methyl ester Bio-2 

could be transported into cells without the involve-
ment of hSMVT. We anticipate that our test system 
will be instrumental in developing biotin-containing 
prodrugs.

CONCLUSION
This work introduces a new system for monitoring 
the cellular transport of biotin and its derivatives. 
This system offers an alternative to intricate method-
ologies involving radioactively labeled biotin.

Using this novel test system, we determined that 
biotin and its methyl ester (Bio-2) can permeate cells 
independently of the hSMVT transporter, encoded 
by the SLC5A6 gene, implying the existence of other 
methods of transportation. However, as cellular biotin 
demands increase, hSMVT becomes critical for effi-
cient delivery.

The cellular uptake of the biotin conjugate with 
p-aminophenylalanine (Bio-1) is mediated solely by 
hSMVT, rendering it incompatible with alternative 
delivery pathways. Nevertheless, this specificity en-
ables hSMVT to be used to transport other com-
pounds into cells when conjugated with biotin. The 
developed test system is an important tool for inves-
tigating the process of vitamin uptake by cells, poten-
tially enabling the development of treatment strate-
gies and the assessment of drug efficacy in patients 
with SLC5A6 gene mutations and other transporter 
deficiencies. 
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