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Применение больших языковых моделей для анализа 
ценностно-патриотического дискурса русскоязычных 
пользователей**

В статье рассматриваются возможности применения больших языковых моделей 
(LLM) для автоматизированного анализа ценностно-патриотического дискурса русско-
язычных пользователей социальных медиа. На материале корпуса сообщений из VK, 
«Одноклассников» и Telegram (2023–2025 гг.) исследуется, насколько результаты ав-
томатической кодировки совпадают с экспертной разметкой по специально разрабо-
танной категориальной схеме. Кодбук включает восемь измерений: базовые ценности 
по Ш. Шварцу, две оси Р. Инглхарта (традиционализм / светскость; выживание / само-
выражение), уровни потребностей по А. Маслоу, типы патриотизма (конструктивный / 
агрессивный) по мотивам К.Д. Ушинского и В.С. Соловьёва, доминирующие типы рече-
вых актов по Дж. Остину, а также бинарные индикаторы эксплицитного патриотизма 
и гражданской идентичности. Эксперимент проведён на кластере сообщений «Гордость 
и патриотизм» (N = 456), где плотность ценностных маркеров максимально высока; со-
поставление реализовано через матрицы ошибок, accuracy, macro/weighted F1 и коэф-
фициент κ Коэна. Показано, что LLM надёжно выделяет эксплицитную патриотическую 
тематику, но существенно менее согласована с экспертами при многоклассовой и тон-
кой ценностной классификации (Шварц, Маслоу, шкалы Инглхарта, типы патриотизма, 
речевые акты Остина), демонстрируя систематические смещения и гипердиагностику 
отдельных категорий. Сделан вывод, что LLM в текущей конфигурации может использо-
ваться как вспомогательный инструмент предварительной разметки и генерации гипотез, 
но не как автономный заменитель экспертного контент-анализа ценностного дискурса.
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Тексты пользователей социальных ме-
диа — от постов в VK и «Однокласс-
никах» до сообщений в Telegram-

каналах — источник информации о цен-
ностных ориентациях общества. Извлече-
ние и анализ ценностно- патриотического 
контента сопряжены с определёнными 
трудностями, обусловленными большим 
объёмом неструктурированных данных, 
сложностью интерпретации сленга, иро-
нии и культурных аллюзий, а также струк-
турными и формальными особенностями 
русского языка. В данном контексте воз-
растает интерес к применению больших 
языковых моделей (LLM) для автоматизи-
рованного и смыслового анализа содержа-
ния подобных текстов. В частности, такие 
модели, как GigaChat, YandexGPT, ChatGPT 
и DeepSeek, демонстрируют способность 
автоматически классифицировать тексты 
в рамках отдельных задач. Тем не менее, 
на данном этапе рассматривать модели 
в качестве инструмента социокультурно-
го анализа пока корректно лишь в каче-
стве методологической гипотезы, требую-
щей независимой валидации, репликации 
и проверки устойчивости результатов.

В настоящей статье рассматривают-
ся возможности использования LLM для 
анализа русскоязычных пользовательских 
текстов на темы ценностей, патриотиз-
ма и гражданской идентичности. Статья 
включает теоретический обзор понятия 
ценностей и патриотизма в языке поль-
зователей, обсуждает лингвистические 
и методологические возможности LLM 
при работе с русским языком, описыва-
ет методику сбора и обработки корпуса 
из сообщений социальных медиа (2023–
2025 гг.), демонстрирует результаты ав-
томатической атрибуции ценностных 
категорий с помощью LLM и их сопо-
ставление с экспертной разметкой, а так-

же анализирует выводы из проведённого 
эксперимента.

Возможности LLM для анализа 
русскоязычной речи пользователей

Ценности в социальной психологии 
определяются как устойчивые убежде-
ния и жизненные принципы, выражаю-
щие представления о желаемых целях 
и выступающие критериями оценивания 
событий [1]. 

Традиционно ценности изучались с по-
мощью опросов (опросник Шварца, World 
Values Survey), однако в последнее десяти-
летие растёт интерес к анализу ценностей 
на материале цифровых следов, в том чис-
ле на текстах в социальных сетях. Соцме-
диа отражают актуальные изменения мас-
сового сознания и позволяют исследовать 
ценностные ориентации в естественном 
контексте общения. Однако существует 
проблема дифференциации собственно 
ценностей и схожих понятий (личностных 
черт, мнений и пр.) в пользовательских со-
общениях. Наряду с этим традиционные 
методы, основанные на лексических сло-
варях (например, LIWC) и подходе «мешка 
слов», демонстрируют низкую корреляцию 
с опросными профилями ценностей (в том 
числе по методике Шварца) [12]. 

В ответ на эти вызовы развиваются 
новые методы, опирающиеся на контек-
стуальные модели и машинное обучение, 
применение которых предполагает выявле-
ние ценностно- экспрессивных сообщений, 
а не профилирование личности пользова-
теля по его постам. 

Большие языковые модели, обучен-
ные на огромных корпусах текстов, де-
монстрируют определённые способно-
сти «понимания» и генерирования текста 
на разных языках. Применительно к русско
язычному контенту LLM (например, GPT-4) 

Ключевые слова: большие языковые модели, LLM, ценности, патриотизм, гражданская 
идентичность, контент-анализ, Шварц, Инглхарт, Маслоу, речевые акты, социальные медиа, 
русскоязычный дискурс, автоматическая разметка
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для корректного анализа содержания со-
общений должны учитывать особенности 
русского языка.

В частности, в процессе обработки 
русскоязычных текстов модель GPT‑4 об-
наруживает существенные ограничения, 
обусловленные спецификой разговорной 
лексики, идиоматических выражений и не-
композитивных языковых конструкций, 
а также недостатком контекста и обучен-
ности на англоязычной базе, что затрудня-
ет автоматический анализ на уровне клю-
чевых слов, особенно с учётом специфи-
ки морфологической системы русского 
языка [13].

Наряду с этим пользовательские тек-
сты нередко содержат элементы жаргона 
и сленга, эмодзи, смешение кодов, сарказм 
и иронию. LLM, будучи обучены на данных 
из Интернета, способны «расшифровать» 
многие широко употребляемые жаргонные 
выражения (модель GPT-4 Turbo), одна-
ко в некоторых случаях модели затруд-
нительно уловить сарказм и иронию. Так, 
если пользователь без явных индикаторов 
иронизирует, LLM может интерпретиро-
вать текст буквально и потому ошибочно 
определить его эмоциональную окраску. 
Исследования показывают, что даже про-
двинутые модели уступают специализиро-
ванным алгоритмам, обученным на кор-
пусах саркастических примеров [14, 15]. 
В частности, GPT-4 распознаёт сарказм 
лучше предшественников и других LLM 
(она превосходит другие модели в тестах 
приблизительно на 14% по точности) [14], 
но всё же заметно отстаёт от человече-
ского уровня и от узко настроенных мо-
делей, обученных именно для детекции 
сарказма [16]. 

Кроме того, LLM обучены преимуще-
ственно на статистике языковых паттер-
нов и могут допускать искажения, унас-
ледованные из данных. Например, если 
в обучающей выборке широко встреча-
ется определённый нарратив, модель мо-
жет склоняться к такому же пониманию 
и пропускать альтернативные проявления 
патриотизма. Во-вторых, классификация 

непрозрачна: неясно, по каким признакам 
ChatGPT относит сообщение к той или 
иной категории. Одновременно признаёт-
ся чувствительность LLM к формулировке 
запроса и настройкам генерации, что тре-
бует дополнительных протоколов контро-
ля и сопоставления результатов с ручной 
экспертной разметкой [17]. 

Методология исследования
В качестве исходного массива использо-

ван корпус из более чем двух миллионов 
публичных сообщений российского сег-
мента социальных сетей, сформированный 
средствами системы Brand Analytics. В кор-
пус вошли сообщения на русском языке, 
опубликованные в 2023–2024 гг. во «ВКон-
такте», «Одноклассниках», Telegram и на от-
крытых веб-площадках, доступных без 
авторизации и без обхода технических 
ограничений. Географический фокус за-
давался привязкой пользователей и сооб-
ществ к России. Отбор сообщений осу-
ществлялся по 38 формульным лексико-
семантическим маркерам (например, кон-
струкции типа «для меня важно», «я гор-
жусь», «главное в жизни» и др.), что позво-
лило целенаправленно выделить тексты 
с эксплицитной артикуляцией ценностей, 
а также минимизировать долю бытового 
и новостного шума.

Предобработка включала удаление тех-
нических элементов, полную деидентифи-
кацию (ники, персональные ссылки, кон-
такты, идентифицирующие URL), исклю-
чение точных и почти точных дубликатов 
и коммерческого спама, лемматизацию 
(PyMystem3/PyMorphy2), расширенный 
стоп-список и отсечение крайне редких 
лексем при сохранении ценностно значи-
мой лексики. Структурирование ценност-
ного поля выполнялось в два этапа: темати-
ческое моделирование LDA с завышенным 
числом тем (K = 5000) для выделения тон-
ких латентных компонент; кластеризация 
агрегированных тематических представ-
лений на основе эмбеддингов Word2Vec 
методом k-means (k = 25) с многократны-
ми перезапусками и выбором решения 
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по минимальной внутрикластерной дис-
персии. Полученные кластеры прошли 
независимую экспертную проверку: для 
каждого были заданы устойчивые набо-
ры ключевой лексики и содержательные 
определения. 

Структура ценностного пространства, 
достаточная для понимания дальнейших 
шагов, обобщена на ил. 1. 

Кластер «Гордость и патриотизм» трак-
туется как совокупность сообщений с явно 
позитивным или нормативным отношени-
ем к России, её истории, символике, армии, 

государственным институтам и коллек-
тивной идентичности, с риторикой гордо-
сти, долга, благодарности, защиты и слу-
жения. Кластер выбран для анализа как 
фрагмент с высокой концентрацией явных 
ценностных маркеров, что позволяет оце-
нить не просто наличие смысла, а качество 
его ценностной атрибуции.

Из данного кластера случайным образом 
отобраны 456 сообщений пользователей 
и публичных сообществ без дополнитель-
ных идеологических фильтров, что снижает 
селекционное смещение и сохраняет ре-
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Ил. 1. Распределение ценностных кластеров в российском сегменте соцмедиа 
(число сообщений, в которых присутствует соответствующая ценностная тематика)
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альный спектр патриотического дискур-
са в этом сегменте. Анализ имеет формат 
контролируемого локального эксперимента 
и служит исключительно для сопоставле-
ния двух процедур атрибуции: независимой 
экспертной разметки по формализованно-
му кодировочному справочнику и авто-
матической разметки большой языковой 
моделью (ChatGPT GPT-5 PRO) при фикси-
рованных инструкциях и параметрах1. Обе 
разметки выполнялись независимо: экспер-
ты не видели результатов модели, модель 
не имела доступа к человеческим меткам.

Схема категориальной разметки
Для сопоставления экспертной и LLM-ан-

нотации использовалась единая катего-
риальная схема с восемью измерениями; 
по каждому измерению каждому сообще-
нию присваивалось одно значение из фик-
сированного перечня.
1.	 Базовая ценность по Шварцу (Schwartz). 

Доминирующая ценность: Власть, До-
стижения, Гедонизм, Стимуляция, Са-
монаправленность, Универсализм, Бла-
гожелательность, Традиции, Конформ-
ность, Безопасность, Нет. Операциона-
лизация основана на переработанной 
модели Ш. Шварца; значение присваи-
вается при наличии явного ценностного 
акцента, при его отсутствии — «Нет».

2.	 Традиционные и секулярно- рациональ
ные ценности по Р. Инглхарту (Ingle
hart_trad_vs_secular). Два состояния: 
traditional (явные ссылки на религию, 
«традиционные ценности», авторитет 
государства/армии/семьи, иерархию, 
послушание) и neutral (отсутствие выра-
женного традиционализма, в том числе 
светско-рациональные высказывания). 
Фиксируется только явно выраженный 
традиционалистский полюс.

3.	 Ценности выживания и самовыра-
жения по Р. Инглхарту (Inglehart_
survival_vs_selfexpr). Три значения: 
survival (угрозы, базовая безопасность, 
порядок любой ценой, материальное 

1 Полный текст промпта представлен в Приложении. 

выживание), self-expression (самореали-
зация, права, свободы, участие, протест, 
креативность, экологическая и граждан-
ская повестка), neutral (нет достаточных 
признаков обоих полюсов).

4.	 Уровни потребностей по А. Маслоу. До-
минирующий уровень потребностей: 
Физиологические, Безопасность, При-
надлежность/любовь, Уважение/при-
знание, Самореализация. Схема соответ-
ствует классической модели А. Маслоу; 
выбор уровня основан на ведущем мо-
тиве сообщения.

5.	 Тип патриотического высказывания 
по модели «Ушинский–Соловьёв». Тип 
патриотического высказывания: кон-
структивный (нравственно мотивиро-
ванная любовь к стране, ответствен-
ность, ориентация на общее благо при 
признании ценности других народов), 
агрессивный (шовинизм, ксенофобия, 
противопоставление «своих» и «чужих», 
оправдание насилия), нет (патриотиче-
ская проблематика отсутствует или вы-
ражена недостаточно).

6.	 Тип речевого акта по Дж. Остину (Aus
tin). Доминирующий тип речевого акта: 
вердиктивы — verdictive (оценки, «суж
дения» и заключения), экзерситивы — 
exercitive (призывы, требования, выра-
жение воли), бехабитивы — behabitive 
(выражения отношения, одобрения, по-
рицания, уважения/неуважения), экспо-
зитивы — expositive (объяснение, интер-
претация, оформление аргументации). 
Класс определяется по преобладающей 
интенции высказывания.

7.	 Патриотизм. Бинарный индикатор экс-
плицитной патриотической тематики: 
ИСТИНА — при прямых упоминаниях 
России, Родины, Отечества, националь-
ных символов, армии, Победы, терри-
ториальной целостности; ЛОЖЬ — при 
их отсутствии. Поле фиксирует наличие 
темы, а не её оценку.

8.	 Гражданская идентичность. Бинарный 
индикатор гражданской идентичности: 
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ИСТИНА — при апелляциях к правам 
и обязанностям гражданина, участию 
в выборах и институтах, формуле «мы, 
граждане», ответственности за государ-
ство и общество; ЛОЖЬ — при отсут-
ствии таких маркеров.

Интерпретация результатов 
Анализируемый корпус сообщений 

представляет собой целостный идео-
логический контур, воспроизводящий 
официально- патриотический дискурс. 
Ядро составляют государственные сим-
волы (флаг, герб, гимн), героизированное 
прошлое, поддержка действующей власти, 
армии и СВО, а также нормативная эмоция 
гордости за великую страну. В координа-
тах теории ценностей Шварца и модерни-
зационной схемы Инглхарта доминиру-
ют кластеры «традиции — конформизм — 
безопасность» с выборочной интеграцией 
мотивов достижения и самореализации, 
но строго в русле одобряемых государ-
ством практик (служба, участие в грантах, 
патриотические акции). В терминах Мас-
лоу преобладают уровни принадлежно-
сти и безопасности: субъекту предлагается 
идентичность, основанная на лояльности 
и коллективной сплочённости перед внеш-
ними и внутренними угрозами.

Анализ речевых актов (в рамках типо-
логии Дж. Остина) демонстрирует, что 
значительная часть высказываний носит 
не только экспозитивный (объясняющий), 
но также бехабитивный и экзерситивный 
характер: через поздравления, деклара-
ции гордости, призывы к участию в акци-
ях, поддержку армии, изменение онлайн-
статусов и воспроизведение ритуалов 
пользователи вовлекаются в перформа-
тивное подтверждение лояльности. При 
этом декларируемый патриотизм почти 
повсеместно присутствует как позитивная 
норма, тогда как собственно гражданская 
идентичность (как осознание прав, ответ-
ственности и субъектности по отношению 
к государству) артикулируется слабо. Та-
ким образом, формируется модель «пра-
вильного» гражданина как эмоционально 

преданного и ценностно традиционного 
участника коллективного «мы», при этом 
маргинализируются элементы критиче-
ской рефлексии.

Экспертная разметка по ценностям 
Шварца была сопоставлена с разметкой 
LLM по следующим критериям: доля точ-
ных совпадений, распределение классов, 
матрица ошибок, precision, recall и F1-мера 
по каждому классу, а также интегральные 
показатели (macro- и weighted- F1) и коэф-
фициент κ Коэна. 

Полученные результаты показали, что 
точность совпадений LLM с экспертом со-
ставила 0,408 при κ = 0,172, а macro- F1 = 
0,318 и weighted- F1 = 0,485; что позволяет 
зафиксировать недостаточную согласо-
ванность модели с экспертным эталоном. 
Анализ распределений и матрицы оши-
бок выявил систематические смещения. 
В экспертной разметке явно доминирует 
ценность «Традиции», тогда как модель су-
щественно занижает её долю, одновремен-
но завышая частоту меток «Власть» и ряда 
других ценностей, которые у эксперта либо 
редки, либо практически не встречаются. 
Для класса «Традиции» модель демонстри-
рует относительно высокую точность при 
пониженной полноте (F1 ≈ 0,61), однако 
для «Достижений» и особенно «Власти» 
наблюдается выраженное ухудшение по-
казателей за счёт большого числа ложных 
срабатываний. Сравнение показывает, что 
без дополнительной настройки языковая 
модель не воспроизводит структуру экс-
пертных ценностных категорий, недооце-
нивает доминирующие для корпуса ориен-
тации и вводит «избыточные» ценностные 
интерпретации.

При проведении сравнительного анализа 
в рамках бинарной кодировки выявляются 
существенные различия в распределении 
традиционных и секулярно- рациональных 
ценностей согласно концептуальной моде-
ли Р. Инглхарта (Inglehart_trad_vs_secular): 
сообщения, отнесённые экспертом к ка-
тегории traditional, противопоставлялись 
всем остальным высказываниям, отне-
сённым к neutral. По экспертной размет-
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ке 360 сообщений (79%) получили метку 
traditional, 96 (21%) — neutral; по разметке 
LLM 369 сообщений (81%) были класси-
фицированы как traditional и 87 (19%) как 
neutral. Матрица ошибок имеет вид: TP = 
291, FN = 69, FP = 78, TN = 18.  

Полученные метрики показывают, что 
при учёте дисбаланса классов согласован-
ность LLM с экспертом по данной шкале 
минимальна. Номинальная точность со-
ставляет 67,8%, при этом чувствительность 
(recall) к традиционалистским высказыва-
ниям высока — 0,81, а точность (precision) — 
0,79; однако специфичность крайне низка 
(0,19), что отражает выраженную тенден-
цию LLM «перепредсказывать» традицио-
нализм. При выделении традиционалист-
ского полюса модель не воспроизводит 
экспертную логику дифференциации 
между traditional и neutral, а достигаемая 
точность обусловлена главным образом 
общей доминантой традиционалистских 
высказываний в корпусе, а не качествен-
ным совпадением критериев.

В процессе разметки по параметру 
выживания и самовыражения согласно 
концептуальной модели Р. Инглхарта 
(Inglehart_survival_vs_selfexpr) языко-
вая модель также продемонстрировала 

ряд методологически некорректных ре-
шений. Экспертная разметка показала, что 
по шкале Inglehart_survival_vs_selfexpr 
корпус сообщений характеризуется пре-
обладанием ценностей самовыражения: 
к категории self-expression отнесено 59,8% 
текстов, к survival — 25,7%, к нейтраль-
ным высказываниям — 14,5%. Разметка 
LLM дала значимо иное распределение: 
только 37,4% сообщений были отнесены 
к self-expression и 15,4% — к survival, при 
этом доля neutral была завышена до 47,3%. 
Общая точность составила 34,5%, коэффи-
циент каппа Коэна — 0,02, что указывает 
на согласие лишь на уровне случайного 
совпадения. Результаты наглядно пред-
ставлены на ил. 2.

По доминирующему уровню потребно-
стей (модель А. Маслоу) итоговая точность 
сопоставления составила 16,3%, коэффи-
циент κ Коэна — 0,034, что лишь незначи-
тельно превышает случайное совпадение. 
Развёрнутый анализ показал, что LLM 
систематически искажает распределе-
ние уровней потребностей по сравнению 
с экспертной оценкой. Категория «Физио
логические потребности» в экспертной 
разметке фактически не использовалась 
(что логично для текстов с аксиологиче-

Ил. 2. Разметка по двум осям модели Инглхарта–Вельцеля 
(традиционные-светско-рациональные; выживание-самовыражение)
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ской нагрузкой), тогда как модель присво-
ила её 161 сообщению, что говорит о су-
щественном смещении в сторону более 
«низких» уровней. Для уровней «Безопас-
ность» и «Принадлежность/любовь» были 
получены умеренные значения точности 
при крайне низкой полноте (например, 
для «Безопасности» precision = 0,575 при 
recall = 0,235; для «Принадлежность/лю-
бовь» precision = 0,561 при recall = 0,134), 
что указывает на выборочную, фрагмен-
тарную чувствительность модели к реле-
вантным сигналам. Для «Уважение/призна-
ние» и «Самореализации» полнота также 
остаётся низкой (0,240 и 0,104 соответ-
ственно) при точности 0,126 и 0,636, а зна-
чительная часть сообщений с экспертной 
меткой «Принадлежность/любовь» и «Са-
мореализация» модель склонна относить 
к уровню «Уважение/признание». Резуль-
таты визуализированы на ил. 3.

Совпадение предсказаний модели по ти-
пологии патриотических высказываний 
(модель «Ушинский—Соловьёв») с эксперт-
ной разметкой по совокупности классов 
составило 90,6%. Основной вклад в данный 

показатель вносит класс «конструктивный 
патриотизм»: при значительном преобла-
дании этой категории в выборке модель 
демонстрирует высокие значения полно-
ты и точности именно по этому классу, 
но практически не различает «агрессив-
ный» патриотизм и отсутствие патрио-
тической проблематики, систематически 
смещая их в сторону «конструктивного» 
патриотизма. 

Аналогичное сравнение разметки до-
минирующего типа речевого акта по схе-
ме Остина показало низкую степень сов
падения между LLM и экспертом. Общая 
точность составила 29,9%, коэффициент 
κ Коэна — около 0,04, что указывает на со-
гласие. При этом модель систематически 
переиспользует класс бехабитивов, куда 
попадает значительная доля случаев, ко-
торые эксперт относит к экзерситивам 
и экспозитивам; реже распознаются экс-
позитивы (высокая точность при крайне 
низкой полноте) и практически не воспро-
изводится класс вердиктивов. 

Сравнение разметки доминирующего 
типа речевого акта по схеме Остина про-

Ил. 3. Доминирующий уровень потребностей в сообщениях корпуса (модель А. Маслоу)
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водилось между экспертной аннотацией 
и аннотацией LLM. В анализ были вклю-
чены только те сообщения, для которых 
обе разметки использовали допустимые 
классы Austin: вердиктивы, экзерсити-
вы, комиссивы, бехабитивы, экспозити-
вы (одна строка с некорректной меткой 
в экспертной разметке исключена из рас-
чётов). На этой выборке из 455 сообщений 
была построена матрица несоответствий, 
рассчитаны точность по каждому классу 
(precision, recall, F1), общая доля совпаде-
ний и коэффициент согласия Коэна.

Сравнение метки бинарного индикато-
ра «патриотизм» дало высокую степень 
совпадения (что ожидаемо в корпусе дан-
ных из ценностного кластера «Гордость 
и патриотизм»): при доминирующем 
удельном весе патриотической тематики 
в корпусе экспертная разметка отнесла 
к патриотическим 94,7% сообщений, тогда 
как LLM — 97,8%. Рассчитанные интеграль-
ные показатели подтверждают высокую 
согласованность: точность классификации 
составила 93,4%, полнота по положитель-
ному классу — 98,1%, точность (precision) — 
95,1%, F1-мерa — 96,6%. Коэффициент κ Ко-
эна равен 0,22, что отражает «умеренное» 
согласие крайне высокой априорной веро-
ятности положительного класса и иллю-
стрирует эффект смещения распределе-
ния: почти полная заполненность корпуса 
патриотическими упоминаниями делает 
любую редкую дивергенцию статистиче-
ски чувствительной. 

В то же время экспертная проверка 
по бинарному индикатору гражданской 
идентичности показала существенное рас-
хождение между разметкой LLM и эксперт-
ной разметкой. По итогам сопоставления 
были зафиксированы 35 совпадений в слу-
чаях присутствия гражданской идентично-
сти (TP) и 239 совпадений в случаях её от-
сутствия (TN); при этом модель допустила 
173 ложных срабатывания (FP), некорректно 
маркируя высказывания как отражающие 
гражданскую идентичность, и пропустила 
девять случаев, отмеченных экспертом (FN). 
Совокупно это дало точность классифика-

ции 0,60 при высокой полноте по позитив-
ному классу (recall = 0,80) и крайне низ-
кой точности предсказаний гражданской 
идентичности (precision = 0,17; F1 = 0,28). 
Полученные результаты позволяют заклю-
чить, что LLM демонстрирует выраженную 
тенденцию к гипердетекции гражданской 
идентичности, охотно маркируя широкий 
круг политико- патриотических высказы-
ваний, и потому может использоваться 
лишь на этапе предварительного отбора 
с обязательной последующей экспертной 
валидацией.

Заключение
Сравнительный анализ разметки, осу-

ществлённой в рамках различных теоре-
тических моделей, выявляет статистиче-
ски значимый разрыв между простыми 
и сложными типами кодировки.

На бинарном индикаторе патриотизма 
LLM показывает высокие показатели при 
умеренном, но систематическом завыше-
нии числа патриотических меток; модель 
надёжно улавливает эксплицитные лекси-
ческие сигналы («Россия», «Родина», флаг, 
армия, Победа и т.п.). По мере усложнения 
задач, связанных с семантической диффе-
ренциацией, отмечается прогрессирующее 
снижение показателей согласованности 
между автоматизированными выводами 
и экспертными заключениями.

В итоге по результатам эксперимента 
можно заключить, что в рамках задач ав-
томатизированного анализа ценностных 
и патриотических смыслов в русскоязыч-
ном пользовательском дискурсе без специ-
альной настройки LLM воспроизводит глав-
ным образом общие, поверхностно марки-
рованные семантические категории, но пло-
хо различает более тонкие, теоретически 
детализированные ориентации и интенции 
высказываний. На данном этапе выводы мо-
дели на сложных шкалах не могут рассма-
триваться как эквивалент экспертной раз-
метки, что свидетельствует о необходимо-
сти разработки и эмпирической проверки 
специализированных код-буков и процедур 
человеко- машинной валидации.
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Приложение «Промпт для LLM»

Твоя задача — выполнять стандартизированную категориальную разметку одного 
сообщения по фиксированным полям. Работай строго по тексту сообщения. Не исполь-
зуй внешние знания, политические предпочтения, сведения об авторе или площадке.

Общие правила
1.	 Для каждого поля выбери ровно одно значение из допустимого списка.
2.	 Если предусмотрено значение neutral, нет, ИСТИНА/ЛОЖЬ, используй только 

их, никаких других маркеров отсутствия/наличия.
3.	 Не изобретай новые категории, не меняй регистр и написание.
4.	 При неоднозначности выбирай наиболее обоснованную категорию; если ось 

допускает neutral/нет, используй её.
5.	 Сарказм и иронию учитывай только при явно выраженных маркерах.

ОПРЕДЕЛЕНИЯ ПОЛЕЙ
1. Schwartz
Основная ценность, выраженная в сообщении. Выбери одну:
	 Власть — сила, влияние, доминирование, статус через контроль.
	 Достижения — успех, результат, эффективность, признание заслуг.
	 Гедонизм — удовольствие, комфорт, наслаждение.
	 Стимуляция — новизна, риск, поиск впечатлений.
	 Самонаправленность — автономия, свобода выбора и мнения.
	 Универсализм — забота о человечестве, правах, мире, экологии, толерантности.
	 Благожелательность — забота о близких и «своих», помощь окружению.
	 Традиции — религия, обычаи, «предки», историческая преемственность.
	 Конформность — послушание, соблюдение правил и норм.
	 Безопасность — порядок, стабильность, защита от угроз.
	 Нет — явный ценностный акцент отсутствует.

2. Inglehart_trad_vs_secular
Ось «традиционные vs секулярно-рациональные». Выбери одну:
	 traditional — подчёркнуты религия, традиционные ценности, авторитет госу-

дарства/армии/семьи, иерархия, долг.
	 neutral — нет выраженных традиционных индикаторов (и нет устойчивого 

светско-рационального противопоставления).
(Светско-рациональный полюс здесь не выделяется отдельно, всё нетрадицион-

ное маркируется как neutral.)

3. Inglehart_survival_vs_selfexpr
Ось «выживание vs самовыражение». Выбери одну:
	 survival — акцент на выживании, базовой безопасности, страхе, бедности, 

жёстком порядке.
	 self-expression — акцент на самореализации, правах, свободе, участии, проте-

сте, креативности, экологии.
	 neutral — нет достаточных признаков ни выживания, ни самовыражения.

4. Maslow
Доминирующий уровень потребностей. Выбери одну:
	 Физиологические — еда, физическое выживание, здоровье как базовое условие.
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	 Безопасность — физическая, экономическая, социальная безопасность, ста-
бильность, защита.

	 Принадлежность/любовь — семья, друзья, община, «мы», сплочённость.
	 Уважение/признание — статус, уважение, гордость, признание заслуг, в т.ч. 

гордость за страну.
	 Самореализация — смысл, идеалы, долг, развитие, служение, высшие цен-

ности.
Всегда выбирай один из пяти, исходя из доминирующего мотива текста.

5. Ushinsky_Solovyov
Тип патриотизма по мотивам Ушинского и Соловьёва. Выбери одну:
	 конструктивный — любовь к стране, гордость, ответственность, моральная 

аргументация, без вражды к другим народам.
	 агрессивный — шовинизм, ненависть/унижение других, культ силы, противо-

поставление «мы против всех».
	 нет — патриотическая риторика отсутствует или не выражена достаточно 

ясно.

6. Austin
Классификация доминирующего речевого акта по Остину. Выбери одну:
	 verdictive — вынесение оценок и «судов»: осуждение, одобрение, признание, 

утверждения с характером решения/оценки.
	 exercitive — высказывания, выражающие волеизъявление: приказы, призывы, 

рекомендации, требования, «надо/должны».
	 behabitive — выражения отношения, установок и реакций: похвала, благодар-

ность, осуждение, выражение уважения/неуважения, поздравления. (В нашей 
схеме сюда относятся эмоционально-оценочные реакции, связанные с нормами 
поведения и отношением к другим.)

	 expositive — высказывания, которые поясняют, аргументируют, структурируют 
рассуждение, «объясняют позицию», описывают, как понимается ситуация 
или текст.

Всегда выбери один тип, который лучше всего характеризует форму высказыва-
ния. Если сообщение сложное, бери преобладающий.

7. Патриотизм
Индикатор наличия патриотической тематики.
	 ИСТИНА — если сообщение явно связано с темой Родины, России, Отечества, 

национальных символов, армии, Победы и т.п.
	 ЛОЖЬ — если такой тематики нет.

8. Civic_identity
Индикатор гражданской идентичности.
	 Истина — если автор говорит как гражданин: права/обязанности, участие 

в выборах, институтах, «мы, граждане», ответственность за страну/общество.
	 ЛОЖЬ — если таких элементов нет.
(Используй именно ИСТИНА для столбца «Патриотизм» и Истина для civic_

identity, как различающиеся значения.)

Текст сообщения: []
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The article explores the potential of using large language models (LLMs) for the automated 
analysis of value-laden patriotic discourse among Russian-speaking social media users. Drawing 
on a corpus of messages from VK, Odnoklassniki, and Telegram (2023–2025), it investigates the 
degree of alignment between automated coding results and expert annotations based on a spe-
cially developed categorical scheme. The codebook includes eight dimensions: Sh. Schwartz's 
basic values; R. Inglehart’s two axes (traditionalism/secularism and survival/self-expression); 
A. Maslow’s hierarchy of needs; types of patriotism (constructive/aggressive), drawing on the 
concepts of K.D. Ushinsky and V.S. Solovyov; dominant speech act types per J. Austin; and bi-
nary indicators for explicit patriotism and civic identity. The experiment was conducted on the 
Pride and Patriotism message cluster (N = 456), where the density of value markers is high-
est; the comparison was implemented through error matrices, accuracy, macro/weighted F1, 
and Cohen's κ coefficient. It was shown that while the LLM reliably identifies explicit patriotic 
themes, its agreement with experts is significantly lower in multi-class and fine-grained value 
classification (Schwartz, Maslow, Inglehart scales, types of patriotism, Austin's speech acts). The 
model demonstrated systematic biases and a tendency to over-diagnose certain categories. It is 
concluded that LLMs in their current configuration can serve as auxiliary tools for preliminary 
markup and hypothesis generation but cannot function as an autonomous substitute for ex-
pert-led content analysis of value discourse.
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